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Extended abstract

I. Scientific plan

A major challenge for the advance of seasonal-to-decadal climate predictions is related to model
initialization towards the observed state of the climate. In addition to imperfect estimates of the
observed initial state due to limited observations, current initialization methods can cause
‘initialization shocks’ (1,2). These are rapid adjustments, due to inconsistencies between the
observations and the model climatology, or between model components that have been initialized
with different observational data products, and can interfere with the models’ ability to evolve real
climate signals (3). Partly related to the initialization shock, the initialized simulations may also be
affected by climate drift (4), which can mask useful information and reduce prediction skill.

In the recently granted Europa Excelencia project funded by the Agencia Estadal de Investigación
(PRECEDE, grant number EUR2022-134059) we proposed to explore the effects of these
initialisation-related issues, and to what extent they affect the model-specific predictability of
climate. To this end, we will perform so-called “perfect model” prediction experiments which are
useful to study predictability in the absence of such artifacts (5–7). These experiments aim to
predict a climate realization of the same climate model used to make the predictions, rather than
attempting to predict the real-world climate, and therefore avoid the inconsistencies affecting
real-world predictions. Perfect-model predictability has usually been investigated using different
experimental setups and measures (8–10) than those used for the evaluation of real-world
predictions (11). Therefore previous investigations of perfect-model predictability are largely
unsuitable for comparison to real-world predictions.

While these perfect-model predictions do not provide information for the predictability of the real
world, these experiments are useful to better understand the climate predictions and to what extent
they may be deteriorated by the initialisation-related shortcomings (12). To generate this novel
understanding, the behaviour of the perfect-model predictions will be compared to real-world
predictions initialized with observations. By using the same external forcing as in the real-world
predictions, and running predictions with annual initialisation and same ensemble size as used for
real-world decadal predictions, we will produce and analyze perfect-model prediction experiments
that are directly comparable to (already existing) real-world climate predictions performed with the
EC-Earth climate model. In comparison to initialized real-world predictions, these simulations can
help us answer the question of how the imperfect initialization affects predictability in the climate
model. In particular, we will compare the behaviour of the simulations with ideal and non-ideal
initialisation (evaluating how well the model predicts other initialised simulations), to understand
whether and how the predictability estimates are affected by the initialisation-related shortcomings.

While it is known that models exhibit limitations in predicting the real-world climate (13,14), such
idealised prediction experiments can teach us important lessons as to which improvements to our
prediction systems (i.e. initialisation, targeted observations in key regions, increased process
realism) can be most effective towards developing predictions of highest skill. Such a large set of
standardized perfect-model experiments covering predictions on seasonal to decadal time scales
requires large computational resources and has not been produced before in this size. These
perfect-model experiments can in the future be further exploited to analyse predictability of other
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climate features and extremes such as heatwaves, which will also contribute to the Horizon Europe
ASPECT project. Finally, comparison to (existing but smaller) perfect-model experiments with
other models (12) will provide new insights into the model-dependence of predictability.

II. Justification of the computing resources requested

We will perform a set of coupled climate model simulations to examine predictability in the absence
of initialization shocks and model drift, and avoiding imperfect assimilation of the observed climate
state (due to lack of observations), using the EC-Earth climate model. To this end, simulations will
be started from each year of a historical climate simulation covering the 20th and early 21st century
(same as the ‘historical’ forcing simulations in CMIP6). The climate model states at a specific time
(e.g. 1st November – same as the initialization date of the real-world decadal predictions with
EC-Earth) of the historical simulation will be used to initialize an ensemble of decadal simulations,
all using identical ocean states but with small perturbations to the atmosphere temperature field as
initial errors that can then grow and define an uncertainty range for each prediction (15). The
concept of these idealized prediction experiments is to estimate predictability from almost identical
initial conditions between the different ensemble members, with perturbations orders of magnitude
smaller than the accuracy of observations used to initialize real-world predictions (12).

These idealised predictions will then be compared to existing prediction experiments initialised with
(imperfect) observations. Besides an investigation of general predictability estimates (11,12), our
analysis will in particular focus on comparing the simulations with perfect and imperfect
initialisation. Previous studies have highlighted the so-called signal-to-noise paradox, i.e. that
current climate models predict the real-world climate with higher skill than they can predict the
model climate itself (16). These estimates of model-predictability, however, have used simulations
initialised with (imperfect) observations, and these simulations have therefore also suffered from
the shocks and drift affecting the real-world predictions. Based on the new perfect-model
predictions, we will estimate to what extent the model-predictability is affected by those
initialisation-related shortcomings used for previous estimates, and whether perfect initialisation
can avoid some of the inconsistencies between model and real-world predictability.

In our research group, we use EC-Earth (17) as the model for coupled climate and earth system
simulations, and substantial expertise and technical support is available to ensure best possible
computing performance. The experiment will be run with the version 3.3 of EC-Earth using its
standard configuration: the atmospheric component is the IFS (from the ECMWF) with a T255
horizontal resolution (approximately 80 km) and 91 vertical levels, and the ocean component is
NEMO3.6 and the LIM3 sea ice model, both run with an ORCA1 configuration (1° horizontal
nominal resolution) and 75 vertical levels. This model version is used in the BSC Decadal
Prediction System (18) and has been used for most of the EC-Earth contributions to the sixth phase
of the Climate Model Intercomparison Project (CMIP6) (19). While in our group we have extensive
experience performing experiments with the EC-Earth model in its standard configuration on the
Marenostrum4 HPC, the major challenge of the proposed experiment is its size in terms of
simulated years (as detailed below), which requires a dedicated computing project. Additionally, the
computationally-expensive simulations must be done concurrently and in a short time, in order to be
completed before the planned shutdown of Marenostrum4 in summer 2023.

Using EC-Earth version 3.3, we will perform the largest existing sets of perfect-model prediction
experiments to robustly and comprehensively estimate predictability. Starting idealized predictions
each year in November from 1960 to 2014 (i.e. 55 different initial states; 1960 is chosen as first
year because this is typically the first initialization year also in real-world decadal prediction
experiments (20)), we will run ensembles of 10 members (matching the ensemble size of real-world
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decadal predictions contributing to the CMIP6-DCPP project) for up to 11 years after initialization
– amounting to a total of 6,050 simulated years.

We will use the Autosubmit workflow manager (21) developed by the BSC Computational Earth
Science (CES) group to submit the simulation, post-processing and cleanup jobs required for such a
complex workflow. The Autosubmit workflow includes tasks to send processed model output to the
BSC data storage and clean the HPC storage space within reasonable time limits. We will require a
minimum of 30 TiB of scratch space, consisting of model code, input files and temporary output
files, to guarantee that we can run several experiments in parallel (each experiment consisting of a
given start date and member occupying 200GiB of temporary disk space).

Significant effort has been put into finding the optimal computing setup on the Marenostrum4
supercomputer located at the BSC, using a modified oasis coupler optimization tool (lucia-lite) and
employing machine files to ensure optimal load-balancing and minimizing the waste of computing
resources. As a result of these optimizations, we identified the best configuration which requires
768 cores (16 nodes), and the time taken to simulate a model year is approximately 1.25 hours,
consuming on average 950 CHPSY (Computing Hours Per Simulated Year). The EC-Earth3 model
has already been ported to the ECMWF HPC2020 system by EC-Earth consortium partners, and we
have completed the porting of the required utilities to run EC-Earth3 with the Autosubmit workflow
manager. We are in the process of finding the optimal computing setup on the ECMWF HPC2020
system and expect a similar computational cost as that on Marenostrum4.

The computing resources required to run the 6,050 simulated years (at a cost of 950 CHPSY)
amount to 5,747,500 CPU hours, or a total of 6,322,250 CPU hours, when accounting for an extra
10% for run failures and serial post-processing. Using the CPUH-to-SBU conversion factor of
18,91, we estimate a consumption of approximately 120,000,000 SBU on the ECMWF HPC2020
system.

III. Technical characteristics of the code to be used
The EC-Earth3 GCM (Global Climate Model) comprises three major components: the atmospheric
model IFS (Integrated Forecasting System) Cy36r4, the ocean model NEMO 3.6, which also
includes the LIM3 sea-ice model, and OASIS3 that couples the main components. IFS is an
operational global meteorological forecasting model developed and maintained by the European
Centre of Medium-Range Weather Forecasts (ECMWF). NEMO is a state-of-the-art modelling
framework for the ocean used for oceanographic research, operational oceanography, seasonal
forecasting and climate research studies. In this activity we will use the standard T255-ORCA1
configuration, which corresponds to a spatial resolution of approximately 80 km in the
atmosphere/land and around 100 km in the ocean. This activity will be carried out with EC-Earth
version v3.3.3 released on 25 Jun 2020, for consistency with the CMIP6 simulations.

As the experiment will have a complicated workflow in certain phases, the Autosubmit software
will be used to manage the workflow and ensure a uniform and optimal use of the resources. The
jobs will be managed, and packed in groups in a single big job whenever required, by Autosubmit
to better manage the I/O system while maximising the use of the machine.
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