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({Introduction to NMMB/BSC-CTM

((Performance overview of NMMB/BSC-CTM
((Experiences with OmpSs

((Future work
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Severo-Ochoa Earth Sciences Application

((Development of a Unified Meteorology/Air Quality/Climate model
Towards a global high-resolution system for global to local

assessments
0
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Where do we solve the primitive equations? Grid

discretization

The COMET Program

w

Example of 3-D Grid Box in a Grid Point Model

The COMET Prograrm
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The COMET Program

High performance computing resources:
If we plan to solve small scale features
we need higher resolution in the mesh
and so more HPC resources are required.



Parallelizing Atmospheric Models

((We need to be able to run this models in Multi-core
architectures.

((Model domain is decomposed in patches

((Patch: portion of the model domain allocated to a
distributed/shared memory node.

Patch

MPICommunication with
neighbours




NMMB/BSC-CTM

(€ NMMB/BSC-CTM s used operationally for the dust forecast
center in Barcelona
((NMMB is the operational model of NCEP

({ The general purpose is to improve its scalability and the
simulation resolution
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(€ 3,056 compute nodes ({ Infiniband FDR10
(€ 2x Intel SandyBridge-EP E5-26702.6 GHz ~ { OpenMPI'1.8.1
({ 32 GB memory per node (€ ifort 13.0.1
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Performance Overview of NMMB/BSC-CTM Model



Execution diagram — Focus on the Model

| NMMB/BSC-CTM i

* Lland-use T T—
+ Albedo Meteorological g::::::mmal
*  Roughness initial conditions
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Paraver
(€ One hour simulation of NMMB/BSC-CTM, global, 24km, 64 layers
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Dynamic load balancing

(€ Different simulation dates cause different load balance issue (useful

functions, global 24km meteo configuration)

®

20/12/2005

THREAD 1.1.1

THREAD 1.18.1

THREAD 1.35.1

THREAD 152.1

THREAD 168.1 ,

20/07/2005

THREAD 1.1.1

THREAD 1.15.1

THREAD 1.35.1

THREAD 152.1

THREAD 168.1 ;
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A "different" view point

Useful user function @ NMMB

Useful user function @ new dust salt.filterl.prv.gz

eff.= LB * Ser * Trf ||”m "ll 'Iltl |

Useful user fl>|n('tion.c1 8 new dust salt.filterl.prv.gz
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One hour simulation

(€ One hour simulation, chemistry configuration for global model,
24 km resolution

THREAD 1.1.1
THREAD 1.5.1
THREAD 1.9.1
THREAD 1.13.
THREAD 1.17.
THREAD 21,
THREAD

THREAD

THREAD

THREAD

THREAD 1.41.
THREAD 1. 45,
THREAD 1.49,
THREAD 1.53.
THREAD 1.57.
THREAD 1.8&1.
THREAD 1.85.1 o
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One hour simulation

(€ Useful functions
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Zoom on EBI solver and next calls

({ EBI solver (run_ebi) and the calls till the next call to the solver

THREAD 1.1.1
THREAD 1.5.1

THREAD 1.
THREAD
THREAD 1.2

THREAD 1.

THREAD 1.45.1
THREAD 1.49.1
THREAD 1.53.1
THREAD 1.57.1

THREAD 1.61.1
THREAD 1.65.1 =
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Zoom between EBI solvers

(€ The useful functions call between two EBI solvers
(€ The first two dark blue areas are horizontal diffusion calls and

the light dark is advection chemistry.

THREAD 1.1.1
THREAD 1.5.1
THREAD 1.9.1
THREAD 1.13.1
THREAD 1.17.1
THREAD 1.21.1
THREAD 1.25.1
THREAD 1.29.1
THREAD 1.33,
THREAD 1,37,
THREAD 1.41.1
THREAD 1.45.1
THREAD 1.49.1
THREAD 1.53.1
THREAD 1.57.1
THREAD 1.61.1
THREAD 1.65.1 = e
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Horizontal diffusion

(€ We zoom on horizontal diffusion and the calls that follow
({ Horizontal diffusion (blue colour) has load imbalance
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((Trying to apply OmpSs on a real application

((Applying incremental methodology
((Identify opportunities

((Exploring difficulties
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OmpSs introduction

({ Parallel Programming Model
- Build on existing standard: OpenMP
- Directive based to keep a serial version
- Targeting: SMP, clusters, and accelerator devices
- Developed in Barcelona Supercomputing Center (BSC)
Mercurium source-to-source compiler

Nanos++ runtime system
https://pm.bsc.es/ompss

App. Bina :
PP . MNanos++ Runtime
maing) Master Image
new Task(calld, data0)
new Task(calll, datal) Manos++ Runtime
hewTask(callN, darany) [ 22 12548, it (S A E L AL Stave images
waitTasks() APP B'“a'"}!"
Dependency Scheduler § LIl sla :
graph Execute task Execute task : s
{Fncaf) {remate) :
. Sysrem Messages
rea?::ts @ fg.g. Execute task) m @
: el C‘- o 1] 2 Worker i
H orker omim.: : i
: ' : threads
?Pr;gm A amp task Data cache  threads thread '
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Studying cases

({ Taskify a computation routine and investigate potential improvements and
overlap between computations of different granularities

(€ Overlap communication with packing and unpacking costs

(€ Overlap independent coarse grain operations composed of communication
and computation phases
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Horizontal diffusion + communication

({ The horizontal diffusion has some load imbalance(blue code)
({ There Is some computation about packing/unpacking data for

the communication buffers (red area)
({ Gather (green colour) and scatter for the FFTs

THREAD 1.1.1
THREAD 1.5.1
THREAD 1.5.1
THREAD 1.13
THREAD 1.17
THREAD 1.21.
THREAD 1.
THREAD 1.
THREAD 1.

THREAD 1.41.

THREAD 1.45
THREAD 1.48
THREAD 1.
THREAD 1.
THREAD 1.81.
THREAD 1.

1
1
1
5.1
1.1
3.1
THREAD 1.37.1
1
1
1
3.1
7.1
1
5.1
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Horizontal diffusion skeleton code

((The hdiff subroutine has the following loops and dependencies

do | hdiffl .
do ! hdiff3_1 .
do ! hdiff3_2 @
do ! hdiff3_3 .
do ! hdiff4 @
O

do ! hdiffs

do | hdiffé O
do | hdiff? .
do | hdiffg
]
do | hdiffo o
@ do ! hdiffl0 .
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Parallelizing loops
((Part of hdiff with 2 threads

TRED 1.0l [HENEN HEE DEEEN I INEN IDEE BN IDEE DN . |
e 0 0 0 ¢ 4 | I I | |
THREAD 1.10.1 Il Il NN EE UEE UEE Ul PEE EE e

THREAD 1.10.2 | | N | N AN (DN SN (D D .
THREAD 1.11.1 H | H| N I I  Iu I &= &=~
THREAD 1.11.2 e e e e e ee————

20,305, 284,356 ns 20,334, 148, 051 ns

((Parallelizing the most important loops Sy

[ | - I O O |
THRED 1.10.2 L1l 1] Bl | RIN N ol 111
THRED 1111 b N L Il 1 | 1
creoiz) L [ 711 11 I i I i mnl
821,714,297 ns 20,844, B36, 458 ns

((We have a speedup of 1.3 by using
worksharing
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Comparison

(€ The execution of hdiff subroutine with 1 thread takes 120 ms

THREAD 1.1.1
THREAD 1.18.1

THREAD 1.35.1 PREAR R ARARICR K Sl Rl R

THREAD 1.52.1 [ (B S

THREAD 1.688.1 -

(€ The execution of hdiff subroutine with 2 threads takes 56 ms,
the speedup is 2.14

THREAD 1.1.1

THREAD 1.15.1 Bttt

THREAD 1.33.1 bratryitst

THREAD 1.51.1 LiasH

THREAD 1.68.2 51 156 558,793 ns
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Issues related to communication

({ We study the exch4 subroutine (red colour)

THREAD 1.1.1
THREAD 1.18.1
THREAD 1.35.1

THREAD 1.52.1

THREAD 1.68.1 oo (oo o0 -

({ The useful function of exch4 has some computation

THREAD 1.1.1 [k EE
THREAD 1.18.1

THREAD 35

9,202, 482

({ The communication creates a pattern and the duration of the
MPI_Wait calls can vary

THREAD 1.
THREAD 1.
THREAD 1.
THREAD 1.
THREAD 1.

i 39, 238, 295, 415 ns
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Issues related to communication

({ Big load imbalance because message order
({ There Is also some computation

@

MPI_Irecw ! Morth

MPI_Irecwv ! South

Packing

MPI_Isend ! Morth

Packing

MPI_lsend ! South

MPI_Wait ! South

Unpacking

MPI_Wait ! Morth

Unpacking

MPI_Wait ! North

MPI_Wait ! South

000000 010 vy
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Taskify subroutine exch4
(€ We observe the MPI_Wait calls in the first thread

THREAD 1.12.1
THREAD 1.12.2
THREAD 1.13.1
THREAD 1.13.2
THREAD 1.14.1
THREAD 1.14.2

40,812, 754, 706 ns

(€ In the same moment the second thread does the necessary
computation and overlaps the communication

THREAD 1.12.1
THREAD 1.12.2
THREAD 1.13.1
THREAD 1.13.2
THREAD 1.14.1
THREAD 1.14,2

40,812, 754, 706 ns
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Taskify subroutine exch4

({ The total execution of exch4 subrouting with 1 thread

(€ With 2 threads the speedup is 1.76 (more improvements have
been identified)
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Advection chemistry and FFT

(€ Advection chemistry (blue color) and 54 calls to
gather/FFT/scatter till monotonization chemistry (brown color)

THREAD 1.129.1

THREAD 1.193.1

THREAD 1.257.1 _

((Initial study to test the improvements of the execution with the
OmpSs programming model
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Study case: gather/FFT/scatter

(€ Workflow, two iterations, using two threads, declaring
dependencies

thread 1 thread 2 thread 1 thread 2

[teration 1 [teration 2
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Study case: gather/FFT/scatter

({ Paraver view, two iterations, four tracers totally
Task

THREAD 1.13.1

THREAD 1.13.2

((Thread 1:
((Iteration 1: FFT_1, scatter_1, scatter 2
((lteration 2: gather 4, FFT 4, scatter_4
((Thread 2:
((iteration 1: gather_1, gather_2, fft 2
((lteration 2: gather_3, FFT_3, scatter_3

Barcelona
Supercomputing

Center

Centro Nacional de Supercomputacion

32



Study case: gather/FFT/scatter - Performance

(€ Comparing the execution time of 54 calls to gather/FFT/scatter
with one and two threads

({ The speedup with two threads is 1.56 and we have identified
potential improvements
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MPI Bandwidth
(€ MPI bandwidth for gather/scatter

THREAD

THREAD

THREAD

THREAD

{EAD

THREAD

THREAD

THREAD

THREAD

{EAD
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Combination of advection chemistry and FFT

(€ Advection chemistry with worksharing (not for all the loops),

FFTs for one thread
il
l il |

(€ Similar but with two threads

({ The speedup for the advection chemistry routine is 1.6 and
overall is 1.58

Barcelona

Supercomputing

Center 35
Centro Nacional de Supercomputacion



Comparison between MPI and MPI1+OmpSs
({ Pure MPI, 128 computation processes and 4 1/O

User function x thread @ chem compare mpi ompssZ.filterZ.prv.az
THREAD 1.1.1

THREAD 1.34.1
THREAD 1.&67.1
THREAD 1.100.1
THREAD 1.132.1

14, 429, 084 us 14,566, 701 us

(MPI1 + OmpSs: 64 MPI processes + 64 threads + 4 1/O

Task
THREAD 1.1.1

THREAD 1.159.1
THREAD 1.37.1

THREAD 1.55.1

THREAD 1.88.2 34 708,201 us 34,845, 908 us

({ The load imbalance for the FFT with pure MPI is 28% while
with MPI+OmpSs is 54%
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Incremental methodology with OmpSs

((Taskify the loops
((Start with 1 thread, use if(0) for serializing tasks
((Test that dependencies are correct (usually trial and error)

(limagine an application crashing after adding 20+ new pragmas
(true story)

(Do not parallelize loops that do not contain significant
computation
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Conclusions

({ The incremental methodology is important for less overnead in
the application

(€ OmpSs can be applied on a real application but is not
straightforward

(€ It can achieve pretty good speedup, depending on the case

(€ Overlapping communication with computation is a really
Interesting topic

(€ We are still in the beginning but OmpSs seems promising
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Future improvements

((Investigate the usage of multithreaded MPI
((One of the main functions of the application is the EBI solver
(run_ebi). There Is a problem with global variables that make the
function not reentrant. Refactoring of the code is needed.

((Porting more code to OmpSs and investigate MPI calls as tasks
((Some computation is independent to the model's layers or to tracers.
OpenCL kernels are going to be developed to test the performance on
accelerators

({Testing versioning scheduler

((The dynamic load balancing library should be studied further
(http://pm.bsc.es/dlb)

((Apply OmpSs for a data assimilation simulation

Hybrid
application

| Outer level of
J parallelism

1 Inner level of
[ parallelism

[cpu0][cpuf] [cpu2][cpus]|
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Thank you!

For further information please contact
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