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Forecast strategies in presence of systematic model errors SECMWF

Abstract

This study discusses and compares three different stestaged to deal with model error in seasonal
and decadal forecasts. The strategies discussed are tadlebfull initialisation, anomaly initial-
isation and flux correction. In the full initialisation thewpled model is initialised to a state close
to the real-world attractor and after initialisation the debdrifts towards its own attractor, giving
rise to model bias. The anomaly initialisation aims to alitie the model close to its own attractor,
by initialising only the anomalies. The flux correction sdgy aims to keep the model trajectory
close to the real-world attractor by adding empirical cations. These three strategies have been
implemented in the ECMWF coupled model, and are evaluatedasonal and decadal time scales.
The practical implications of the different strategiesaes® discussed.

Results show that full initialisation results in a clear mbdrift towards a colder climate. The

anomaly initialisation is able to reduce the drift, by ialising around the model mean state. How-
ever, the erroneous model mean state results in degradsonsgédorecast skill. The best results
on the seasonal time scale are obtained using momentumeftoction, mainly because it avoids

the positive feedback responsible for a strong cold biakértrtopical Pacific. It is likely that these

results are model dependent: the coupled model used hens shstrong cold bias in the Central

Pacific, resulting from a positive coupled feedback betwerrls and SST. At decadal time scales
it is difficult to decide whether any of the strategies is sigrdo the others.

1 Introduction

Systematic model error is a difficult problem for seasonaddasting and climate predictions. Systematic
model error means that the climatology of the model is différto observed climatology. The term
"climatology” refers to the probability density functiorf the climate, which it is often characterised
by its mean (the mean of a variable over a long period) and #miability around this mean state.
The climatologies could therefore differ either in the meawa/or the variability. We will use the term
climatology as the subspace of the phase space covered hyotlte trajectories over a long period of
time (sometimes referred to as the attractor of the systim@ non-linear system, the different moments
of the probability distribution are linked, and errors i tinean state could affect the variability of the
system.

Systematic model error leads to difficulties in the foreicasprocess. Particular problems happen when
transferring information between observation space andeingpace, hamely the initialisation and the
issuing of the forecast. At the initialisation stage, imh@tion needs to be transferred from observations
to model space. When issuing the forecast, the model ougmdsito be calibrated using reliable infor-
mation about the real world. In numerical weather predic{iNWP) the forecast covers typically the
range 1-15 days, and, because of the relatively short fstrditae, the difference between model and
observed climatologies can be ignored (i.e. the model &noeglected). At longer lead times (monthly,
seasonal and decadal time scales) the systematic modelcarranot be ignored. Due to the model
bias, the state of the model will drift away from the real-ldoattractor towards its own attractor. In
these cases a strategy for accounting for the model biag@ede In this study we present and compare
different forecast strategies to cope with model bias.

Figure 1 illustrates the concepts behind the forecast strategieulllinitialisation (red), the model is
initialised from an analysis that is close to the actualkstahd can be assumed to be on the "real-world
attractor”. After initialisation, the state of the modeiftdr towards the model attractor. Therefore, before
issuing the forecast, the model output needs to be calithratemonthly and seasonal forecasting, the
commonly used calibration is a simple a-posteriori biageation [e.i, correction of the mean only,
assuming no interaction between mean state and varialflityckdale 1997)]. The bias is corrected by
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Figure 1: Conceptual model of the forecast strategies.

applying a lead-time dependent bias correction in postgssing. For this correction a large data set of
hindcasts (retro-perspective forecasts) is needed.

For anomaly initialisation (purple), the aim is to initedi the model on its own attractor by adding
the observed anomalies relative to observed climate (attinfrom a set of re-analyses) to the model
climatology (estimated by long forecasts). Then by comsibn, the model drift should be avoided. This
strategy is popular to initialise decadal predictioBajth et al.(2007) among others].

The third alternative to be discussed here is flux corredfiidme). The aim of the strategy is to avoid
(or limit) the model drift by adding a correction term to theodel during the simulation that pushes
the model solution towards the climatology of the naturethéligh flux correction was widely used
in early work with coupled GCMs, it has largely been consdettaboo” by the scientific community
since the paper biMeelin and Dijkstrg(1995, where they argue that flux corrections could lead to non-
natural variablity patterns by disturbing the feedbacksrating in a free dynamical system. Indeed, flux
correction should be avoided if the aim is the study of cadifeeedbacks, and can be misleading for
model development. In this report we will discuss the resiutim a forecasting perspective, e.i. whether
flux correction can deliver an improved forecast, which isagmatic point of view.

In this comparative study we discuss the practical diffiegliand advantages of the different forecast
strategies, with special focus on seasonal and decadabfsiee These three methodologies are applied
to the ECMWF coupled model. In a companion repdfagnusson et al2011), the ENSO variability
and its dependence on the model state is discussed, whiehirhalications for the choice of forecast
strategy.

The paper is organised as follows. The model system andiexg@rsetup is described in Sectidand
an overview of systematic errors in the model given in SecioThe three different forecast strategies
are discussed in Sectiah and the methodology followed in this study is also presknfEhe results
from the different strategies regarding model drift areegiin Sectiorb and in terms of quality scores
in Section6. Finally the findings are discussed in Sectibn
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2 Model setup and experiments

The model used for this study is the ECMWF IFS model (modediver36rl) coupled with the NEMO
ocean model version 3.0M@dec 2009. The atmospheric resolution is T159 (corresponds to an hor
izontal resolution of 150 km) and 91 vertical levels. Theateises the ORCAL grid, a tripolar grid
with a horizontal resolution of about 1 degree at mid lagtsidvith a finer meridional resolution (about
0.3 degrees) at the equator. There is no prognostic seaadelrinstead the sea-ice concentration is
prescribed from observed sequences, randomly selectedaiing of the 5 years previous to the forecast
starting date [for details sédolteni et al.(2011)]. The model runs include increased green-house gases
following observed values. Tropospheric and stratosphegrosols are included in the model only as
fixed climatologies, so no account is taken of volcano eamgtiand changes in anthropogenic "pollu-
tion”. The model has not been specifically tuned to perforgafrterm) climate simulations, as the case
for EC-EARTH Hazeleger and Coauthgi2010), which uses a similar model system.

The initial conditions for the atmosphere are provided gy BHRA-40 reanalysisUppala et al. 2005

for starting dates prior to 1989, after which the ERA Inter@analysis Dee et al. 2011]) is used. The
ocean initial conditions are from a reanalysis based on NEARD(Balmaseda et gl20100 oceanic
reanalysis, which consists on 5 ensemble members. The oeanalysis uses fluxes from the ERA-
reanalyses as well as sub-surface observations. The $brenaemble is constructed by using the 5
NEMOVAR ocean initial conditions, and by applying stochagthysics (SPPT scheme) to simulate
model uncertainties in the atmosphelRalmer et al.2009.

| Name | Fc months| Members| Initialisation |  Flux correction | Initial dates|
Control 300 3 Full None 3
StrongRelax 300 3 Full None 3
WeakRelax 300 3 Full Momentum 3
Fulllni 120 7 Full None 10
Anolni 120 7 Anomaly None 10
Ucorr 120 3 Full Momentum 10
UHcorr 120 7 Full Heat and Momentun 10
Fulllni 14 10 Full None 30
Anolni 14 10 Anomaly None 30
Ucorr 14 10 Full Momentum 30
UHcorr 14 10 Full Heat and Momentun 30

Table 1: Experiments

Table 1 shows the list of experiments that have been undertaken.bfonoan estimate of the model
climate, 3-member ensembles initialised 1965, 1975 an® h@8e been run for 25 years (referred as
Control in what follows). These simulations are used to wale the model climate for the anomaly
initialisation (see below) as well as for diagnostics. Adiidnal set of 25-year forecasts was conducted
where the SST were strongly constrained to observationsrdgulting atmospheric fields are equivalent
to those obtained by AMIP run (atmospheric only simulatiarcéd by observed SST). This methodology
has been used to initialise coupled modé{gdnlyside et a).2008, but here it will be used for the
calculation of the momentum-flux correction. The SST datdusr the relaxation is the same as for
ERA-40 up to 1981 and after that Reynolds versioiR2ynolds et a).2002.

In order to evaluate the forecast strategies, one set ofiex@ets has been run on a decadal time scale
while another set is run on an annual time-scale with an asg@ number of start dates and ensemble
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Figure 2: Bias in sea-surface temperature for the long colrgimulation, forecast year 14-24.

members in order to get more reliable forecast statistics.

3 Systematic model errors

In this section we will discuss a selection of systematiormsrin the model, which are of importance for
the choice of forecast strategy. Figteshows the sea-surface temperature bias for the Contraldste
averaged for forecast year 14-24, where we have discardefirsh 13 years in order to let the model
drift to its climate. The modelled SSTs are in general tod @dmpared to the reanalysis. Exceptions
from the cold bias occur in the southern ocean and in theitiesnof the western boundary currents and
around the southern tip of Greenland. The coldest bias isdfdmthe mid of the northern Atlantic with
a bias of more than 6 Kelvin. This bias is believed to be dubdontrongly separation of the Gulf stream
caused by low model resolution.

In the tropical Pacific the cold bias is pronounced with a tgense cold tongue. This systematic error
is of importance for this study due to its connection to theSEN Figure3, shows the vertical cross-
sections of temperature along the Equatorial Pacific ford¢healysis (top), the coupled model (middle)
and their difference (bottom). Both the reanalysis and tbdehshow the sloping thermocline, with the
warm pool in the western part. The model has a cold bias atiffigce® and warm bias at depth, extending
all across the Equatorial Pacific at the depth of the therimeciThe pattern of the errors (cold surface
and warm subsurface) is indicative of too diffused therimecl The warm bias is stronger in the western
Pacific, as if the thermocline in the coupled model is not entyre diffused, but also has a strong zonal
gradient. This error in the slope of the thermocline is thaant of too strong zonal winds.

Figure4(a) shows the bias in the zonal component of the 10-metre speed for the coupled model.

Generally, the bias is less than 1 m/s, with a few exceptidr® largest bias appears in the western
tropical Pacific, with a bias up to 3 m/s. The bias is of the sarder of magnitude as the wind speed in
the atmospheric reanalysis, meaning that the wind speée imodel is about twice that in the reanalysis.
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Figure 3: Temperature cross-section along the equatorétihpics. Forecast year 14-24 from Control experiment.
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a Control

Figure 4: Bias in zonal 10-metre wind. Forecast year 14-24.

Figure 4(b) shows the wind bias in the StrongRelax experiment, wisareduced respect to the free
coupled model. This result clearly shows that if the SST Easvoided the wind bias in the tropical
Pacific is reduced. The impact of the SST bias is especialbngtin the western part of the basin
where the wind bias is reduced by 50% in the StrongRelax @rpet compared with the Control. Note,
though, that substantial wind biases are present even abisence of SST bias.

The diagnostics of the structure of the temperature biassitropical Pacific together with the wind bias
suggest that at least a part of the cold bias in the regiotitsesom a positive coupled feedback between
winds and SST: too strong winds lead to an excess of upwelfimaducing colder SST, which in turn
produces stronger zonal winds. Disrupting this positivedfck is an important motivation for using
momentum-flux correction in this study (see below).

\ W/m2 | Control | StrongRelax| ERA Interim | From Trenberth et al(2009) ) |
Net Solar TOA| 240.1 238.5 243.7 239.4
LW TOA -239.2 -241.8 -245.6 -238.5
Sum TOA 0.9 -3.2 -1.6 0.9
Net Solar SFC| 165.3 162.2 163.9 161.2
LW SFC -64.2 -60.9 -56.3 -63.0
Sensible HF -19.9 -19.8 -17.5 -17.0
Latent HF -80.3 -84.6 -82.6 -80.0
Sum SFC 0.9 -3.2 7.5 0.9

Table 2: Global energy budget

As mentioned earlier, the StrongRelax experiment is simddean AMIP run. The two parallel exper-
iments Control and StrongRelax offer the opportunity to pare the global energy balance in a free
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coupled model and in an AMIP run. The energy balance can sffere insight on other coupled feed-
backs. The globally-averaged top of the atmosphere (TOA)saimface (SFC) energy fluxes have been
investigated, both for the Control simulations and the i8Relax experiment. In TabRthe different
components of the energy budget for forecast year 14-24 rasepted together with the values form
ERA Interim covering the same period and the values fiimenberth et al(2009. For this period, the
Control simulation has approximately reached its clinaggland we see that the net budget both at
TOA and the surface agrees witlhenberth et al(2009; the net uptake of energy by the system is 0.9
W/m?. In the StrongRelax experiment, there is loss of energyeatdh of 3.2 W/m. In order to keep
the sea-surface temperature close to the observed thisnawfanergy is put into the system by the SST
relaxation. This result shows that the atmosphere is notlianze but losing energy if the mean state is
close to the observed, what in a free coupled model will leaal drift towards a colder atmosphere.

Comparing the components at the top of the atmosphere, tigeave radiation is naturally larger for
the StrongRelax experiment compared to the Control. Howevdifference in the net solar radiation

is also present, because of less clouds in the Control. Thésas a negative feedback in the system:
a colder model state leads to higher net solar radiation. HRA Interim the loss of energy from the
atmosphere at the top of the atmosphere is about 1.6°\&fah at the surface the atmosphere loses about
7.5 W/n?. The energy budget in ERA Interim is extensively discusseBeirrisford et al(2011).

4 Methods

4.1 Full initialisation

In numerical weather prediction, the normal procedure imitialise the model from an analysis per-
formed via data assimilation. The analysis is a combinatibthe latest observations together with a
short-range forecast. By continuously using the infororatirom the observations the analysis state
is kept close to the real-world attractor (although in ppabserved areas, a difference could still be
present). During the model integration, the state of theehwadll diverge from the true state both due
to the loss of predictability and the development of systarerrors. In NWP the systematic error is
assumed small compared to the random error (which leadsttodis of predictability) and often the
model output is not calibrated. At longer lead times (montekasonal and decadal time scales), the
model will drift away from the real-world attractor towards own attractor. The model bias is often
large compared with the random component of the forecast. dmr these cases the model bias cannot
be neglected and the strategy for accounting for the mod&satic error is the a-posteriori removal of
it.

The bias is corrected by applying a lead-time dependentdua®ction in post-processing. The bias
correction is also made dependent of the seasonal cycls.idthie strategy commonly used in monthly
and seasonal forecastStockdale 1997). For example, in an operational seasonal forecast isstesg e
month with a typical leadtime of 7 months, the estimationxd@2=84 bias correction terms is needed to
account for all lead times and all starting dates. The robsSmation of the this large number of bias
fields requires a large data set of hindcasts (retro-peiispdorecasts). This strategy will fail if the bias
is non stationary, and can lead to sub-optimal forecadt kie non-stationarity of the bias may be due
to non-stationary errors on the initial conditioéufnar et al, 2012, or to flow-dependent bias arising
from the non-linear nature of the systeBa{maseda et gl2009. Generally speaking, if the systematic
error bias is large enough, the non-linear terms will becowrenegligible and therefore a mere linear
calibration process will be insufficient.
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The full initialisation strategy may also give rise to sdked initialisation shock, a term referring to
the rapid adjustment processes in the initial phases ofdtecdst, that can produce non-monotonic
behaviour in the model drift. The consequence of the igtion shock is that at short lead times the
error can be larger than at longer lead times. The cause ofittadisation shock is an imbalance between
the initial conditions and the dynamics of the model.

In this report the experimentation using full initialisadi but without any flux correction will be referred
to as Fulllni.

4.2 Anomaly initialisation

Due to the difference in mean climate of the analyses and théema forecast initialised from an
analysis will drift torwards the model climate. The drifitards the model attractor could have non-
linear effects, harming the forecast, and can also reswdhimitialisation shock or over-shooting of a
model drift further away than the model climate, before ifitibg at the model climate. The idea of
using anomaly initialisation is to avoid the model drift andialisation shock (but not the model error).
The procedure of using anomaly initialisation is to caltei@nomalies in the analysis with respect to the
analysis’ climatology and add such anomalies to the climétbe model. The method has previously
been used in several studies e$chneider et al(1999, Pierce et al(2004 and Smith et al.(2007).
The rationale is to avoid an initialisation shock due to atiahstate being far from the model attractor.
Strategies for initialising imperfect models are also désed inToth and Pen&007) in a simple model
framework.

It is often emphasised that the advantage of the anomalglisétion is the avoidance of initialisation
shock. This is by no means guaranteed, since the structutee afbserved anomaly may not be con-
sistent with the model mean state. For instance, the laegeshalies in the observations are associated
with displacement of sharp fronts or gradients. If, for epéenthe systematic error of the model is
highly correlated with the misplacement of this frontstfieats, simply adding an anomaly where it is
not supposed to be found is not the same that initialisingrtbdel around its attractor. A sharp incon-
sistency is found also when the placement of the anomaligssisciated with vertical displacements of
the Equatorial thermocline. Another clear example is th@iegtion of an observed sea-ice anomaly in
regions where the model never has sea-ice.

A more interesting advantage of the anomaly initialisatishich is often not discussed, is the avoidance
of model drift. By avoiding model drift, the a-posteriorircection of the forecast does not require the
bias dependence on the forecast lead time (so typically th@yl2-month climatology of the bias is
required), and the bias estimators can be more robust. 3 hiie relevant for decadal forecast ranges,
when it is also more expensive to conduct the calibratingldasts. The procedure requires however a
long integration to estimate the model climatology.

The procedure of the anomaly initialisation is not withomlgems. First of all, if the non-linearities
are strong, the calibration of the forecasts will face thee@roblems as the full initialisation, or even
stronger, since the mean error is fully developed duringctheled model integrations. It is not guar-
anteed that the initialisation shock is removed, since piedels how the anomaly is assimilated into the
model (as discussed above). The other drawback is thattineation of the anomaly requires the knowl-
edge of the observed climatology. This introduces two kihdifficulties. On one hand, it is important
that the sampling period used for the observed climatolsgsonsistent with that used for the model
climatology (for instance, a model climatology estimatedthe pre-industrial era should not be used
for the anomaly initialisation of decadal forecast post@96with an observed climatology estimated
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during the period 1970-2005). The other kind of problem liatezl with defining the climatology of new
or sporadic observations. For instance, some regions dikthern oceans had not been observed prior
to advent of Argo. Most of the deep ocean has only been obs$eperadically with cruise data, and
there is not enough information to extract a long term clotagy. To avoid this problem, the anomaly
initialisation strategy of the ocean often uses griddedi$§iélom existing ocean reanalysis. In this way,
it turns an initial weakness into a good advantage, since#ma that different coupled modelling groups
can initialise their decadal forecasts with external ogeanalysis, without the need of having to develop
data assimilation systems for their own models.

In our experiments, the anomalies are added to the full maidé# vector instantaneously at initial time,
instead of assimilating only temperature and salinity aslgga with a certain time scale, usually by
means of relaxation techniques, as in eRphlmann et al(2009. One potential problem with using
the instantaneous full state vector is that the new stat&l@so be off the model attractor, creating
instabilities in the adjustment process that may lead tagthiek disappearance of the anomalies. But
none of the results from these experiments suggest thanigist be the case.

In order to calculate the model climate for the anomaly afigation procedure, the 25-years Control
experiment has been used. The first 10 years of the simutatiawe been discarded in order to let
the model drift to its own climatology. This may still be a shperiod for the drift in the deep ocean
to be fully developed, but it is sufficient for obtaining aldtastate in the upper ocean, which is the
prime objective of this study. An observed ocean climatglbgs been calculated from ocean reanalysis,
spanning the same time period used in the estimation of tltehetimate. Using the same period yields
data sets with the same impact of greenhouse gases. The amad@halysis climate is calculated for the
actual day of the year used for the initialisation (Novenibsrin our case).

The forecasts using anomaly initialisation will be referees Anolni.

4.3 Flux correction

Itis clear from a variety of studies that strong non-lingdeiactions between mean state and anomaly are
at play in the coupled model forecasts. For instaBadmaseda et a(201039 show that the atmospheric
response to a given sea-ice anomaly depends on the atmiasplean state, which in turn is conditioned
by the underlying SST. In their study they show that correcthe SST in the North-Atlantic, where
the model has errors due to the wrong position of the Gulfa®trehas large impact on the atmospheric
mean state and in the atmospheric response to the arcticesaaomaly. Results along these lines are
documented bycaife et al(2011) andKeeley et al(2012.

Model improvement is the ultimate way of reducing model égas However this is a slow process,
especially if the systematic errors related to model régmiyas in the case of the correct Gulf Stream).
A temporary solution, until the problems in the model is detd and solved, is to compensate for the
systematic errors by applying empirical corrections.

One specific correction is the so-called flux correction liadponly in the coupling between the atmo-
sphere and the ocean. The aim of the strategy is to avoidhfd) the model drift by adding a correction
term to the model during the simulation that pushes the meadletion towards the observed climatol-
ogy. The aim is to keep the forecast errors as linear as pessibbe able to apply simple calibration
techniques. In this strategy the empirical correction ef fibrecast is done during the model integra-
tion rather than only in the final calibration phase. Idealdidates for this strategy are those situations
where the model exhibits a very clear mean error, difficultdorect by improving the model equations
but relatively easily by applying empirical correction.these cases flux correction may be a successful
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Figure 5: Examples of flux corrections. The units are R(top panels) and W/f(bottom panels).

forecast strategy. The use of flux correction has recentin lsbscussed ispencer et al{2007) and
Manganello and Huan¢2009).

In this study we will investigate two options, namely of wsionly momentum-flux correction (Ucorr)
and a combination of momentum and heat-flux correction (WHlc®@he momentum-flux correction has
been calculated by using the StrongRelax experiment irr dodget a simulation with a SST as close as
possible to the observed one and calculate the wind biag timeleondition of unbiased SST [see Figure
4(b)]. The momentum-flux correction has been estimated froma5-years simulations starting 1965
and 1975 (3-member ensembles), by comparing the forec#istreanalysis data. The first 5 years of
each simulation have not been used in order to let the atneasphodel drift (the drift in the uncoupled
system is believed to be shorter than in the coupled systém)he experiments presented here, the
flux correction is applied on the fields passed from the atim@sp model to the ocean model. In order
to represent the seasonal cycle of the systematic erramgction fields have been estimated for each
calendar month. The monthly flux correction climatologyhiert linearly interpolated in time before
applying to the coupling interface for a given day.

In order to calculate the required heat-flux correction iespnce of the momentum-flux correction, a
similar set of forecasts has been run using momentum-flirection and a weak SST-relaxation. Using
this strategy yields a heat-flux correction suitable togethith momentum-flux correction, which partly
accounts for the feedback effects between the ocean andntiosghere. The SST relaxation uses the
ERA-40 SST before 1981 and daily values derived from Reys@ity2 thereafter.

As examples of the applied flux corrections, FigGrghows the correction for zonal wind stress compo-
nent (upper panels) and the heat flux (lower panels). Thedions applied have a seasonal variability
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and here the January and September values are plotted. @ogifiee momentum-flux corrections (up-
per panels) for January and September we see a strong sigs@s@ecially in the tropical Pacific
where the required correction is strongest in Septemberdardo decrease the too strong easterlies in
the model climate. We also see that the corrections aregesbin the winter hemispheres.

The lower panels in Figurgshows the heat-flux correction required with the momentum-gbrrection
applied, for January [Figurg(c)] and September [Figurg(d)]. Positive correction means that heat is
added to the ocean and the global annual mean ¥/3r8?. Regionally, positive corrections are needed
for the winter hemispheres in the subtropics. Large heatdtrrections are also needed in vicinity of
the western boundary currents in both the Atlantic and thefiea In the southern oceans a negative
flux correction is needed due to the warm bias in the modelaRig the tropical Pacific, the heat-flux
correction is weak in January, while there is a strong pesitbrrection during September, especially in
the eastern part. In the very eastern part the correctioagative.

5 Model drift

In Section3 the model climate and its systematic errors were introdubethis section we will discuss
the evolution of the systematic errors as a function of fasetead-time, usually referred to as the model
drift. We will discuss the global temperature drift as wellfacusing on the drift in the tropical Pacific.

5.1 Global

Figure6(a) shows the evolution of the global mean sea-surface tetyse (SST) for the reanalysis and
forecast data from 4 initial dates, using a 12-months rupmirean filter. For the reanalysis SSTs, a
warming trend of about 0.5 Kelvin during the 40 year periodjgarent. The trend is modulated by
interannual variability, dominated by the ENSO events @h&liflo event in 1997 caused the highest
global SSTs in the time-series). In Figueg) the bias averaged over all initial dates is plotted, oheor
to visualise the mean model drift.

For the Fullini experiment (red), the SSTs drifts towardkleovalues as expected from the results in
Section3. The drift has different time-scales; most of the drift agmseduring the first two years with
a slower drift acting on the decadal time scale. For the Aineperiment (pink), a substantial part of
the model drift is avoided by initialising the model closédt®attractor, which is the primarily aim of of
the strategy. The Anolni experiment has a slightly coldeamstate than the Fulllni even after 8 years,
which is a sign of drift acting on long time-scales.

The results for the Ucorr (green) experiment indicate ayaelarift compared to Fulllni, which can be
related to the tropical Pacific (see below). For the longestdast range, the SST bias is comparable
to Fulllni. The UHcorr experiment shows a much improved matiemate, which is an expected result
from using heat-flux correction. The small difference batwthe reanalysis and the UHcorr experiment
is believed to be due to the differences in the SST data sdttosealculate the flux correction and the
SST in the reanalysis, but it can also be an artifact of samg@irors and non stationarity of the record.

In Figure 6(c), the ensemble mean of bias-corrected forecasts iseglottsing a lead-time dependent
correction similar to the bias in Figu@b). After applying the bias correction, it is difficult frothis
figure to determine whether any forecast method is betteobrThe forecast quality will be discussed
in Section6.
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Figure 6: Time-series of the global mean sea-surface teatper and its systematic error. Fulllni (red), Ucorr
(green) , UHcorr (blue) and Anolni (pink). 12-month runnimgan applied for the forecasts.
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Figure 7: Vertical cross-section of the development of tobal temperature bias.

In order to further exploit the 3-dimensional developmeinthe temperature bias in the ocean, vertical
cross-sections of the global bias development are platt&ibiure7 as a function of lead time and depth
of the ocean. The development of the integrated heat coimehé upper 700 metres is plotted 8(a)

for 7 forecasts and the development of the bias in Fi@dio¢. In Figure9 the bias at 373 metres depth
(model level 21) for forecast year 4-9 is plotted in ordemiestigate the geographical differences in the
bias.

Studying the results for Fulllni [Figuréa)] and Anolni [FigureZ(b)], the general features are a cold bias
in the upper-ocean and a warm bias at depth. For the Fullpgrxent, the cold bias appears on a much
faster time scale than the warm bias deeper levels. The éastapment of the surface bias is believed
to be related to the initial unbalance at the top of the atiespas discussed in Secti®hogether with

a fast development of the enhanced cold tongue in the Tropawfic. The slow component of the drift
could be due to a too strong vertical mixing in the ocean. Doation for the warm bias is generally
in the extra-tropics. Because of the different time-scalethe cold and the warm bias, the integrated
heat-content decreases during the first years of integré&ioFulllni, while the bias for Anolni is much
more stable.

For the Anolni experiment we see that the bias structurerigctly initialised but we see that the warm

bias continues to develop. One explanation to this coulchbewe have used a too short period for
calculating the model climate (the drift in the deep oceantinoes after 25 years). There is another
explanation, related to the non-stationarity of the timeéeseduring the period considered: it may be
possible that the global warming yields a too strong uptdkeeat in the ocean, which agrees with the
surface energy budget result discussed in Se@ioAn evidence for that is the weak warming trend
in the SST while the 700-metre heat content shows a strongied tcomparing with the reanalysis in

the of the decadal simulations for the anomaly initialsatexperiment (Figur&(a), red curve), while
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the Fullini still after 10 years of integration only shows aak trend also in the 700-metre heat content
measure. For the Anolni experiment the biases cancel eaeh and the heat content of the upper 700
metres for the Anolni experiment is similar to the heat cohie the reanalysis.

For the Ucorr experiment, the cold bias at the surface idairnm magnitude as the for Fulllni, while the
warm bias below seems somewhat weaker. This makes thedtddgneat content even colder than for
the Fulllni experiment, which has a stronger compensatfarrors. Comparing Fulllni and Ucorr, the
impact of the momentum-flux correction is mainly in the PaciBy changing the speed of the gyre, the
Ucorr experiment has reduced biases at this depth, edpemiatind the western boundary current in the
northern Pacific.

The UHcorr experiment shows a reduced bias at the surfacgasted from the flux correction design.
However, the UHcorr experiment also shows a weaker warmebidspth compared to Fulllni, for which
one may have expected the opposite; the compensation oblthdias at surface should have led to an
even warmer bias at depth. Therefore this result seems taddoda non-linear effect caused either
by stratification effects or perhaps by circulation changeswell as for Ucorr, a clear improvement is
present in the western extra-tropical Pacific, especiaft ef Japan. Another general feature in the bias
for all experiments is the cold bias along the Gulf streamadipbole structure in the bias in the northern
Atlantic.

Figure8(c) shows the forecast time-series of the 700-metres hedtcbfor the ensemble mean with a
bias correction applied. Studying the bias-correctedcfasts (Figurd(c)), the general feature is a faster
warming in the latter part of the time-series than in theyealrt. However, all forecasts miss the cooling
of the oceans in 1992 and the fast warming started in year.2000

5.2 Tropical Pacific

The systematic model errors in the Tropical Pacific and isetffiect on the variability was extensively
discussed irMagnusson et al2011). The main finding was that the ENSO variability is clearlypsu
pressed by the systematic errors in the model and by usingdiugction the variability was increased.
In order to evaluate ENSO forecasts, the average SST fardiff areas are commonly used. In this
study we will refer to Nifio3 (150/-90°W,5°N-5°S) in the eastern part of tropical Pacific; Nifio3.4
(170W-120°W,5°N-5°S) in the central part and Niflo4 (18-150W,5°N-5°S) in the central-western
part of the basin.

Figure 10(a) and10(b) shows the SST model drift as a function of lead time in tli@o® and Nifo4
area respectively, calculated from the 14-months simarati For these figures, it is clear that Anolni
experiment is initialised on the biased state (by desighjleanthe other experiments are initialised on
the observed (analysed) state. Studying the Fulllni erpat, the drift starts immediately and a major
part of the drift takes place in the first 6 months. For NifoBe outstanding feature is that the Fulllni
experiment drifts even colder than for the Anolni experitnevhich is a sign of "over-shooting” (the
systematic error is larger than the error of the model clarthiring a transient period). However, for
the Niflo4 area where is no clear sign of over-shooting. tiento explain the over-shooting, we can go
back to the vertical cross-section of the temperature hiaghgd in Figure8 and compare it with the
cross-section for Fulllni and forecast month 6-18 plotteBigurell. Comparing the two cross-sections,
we see that the bias in the eastern part of the basin is moeeesbetween month 6-18 than the fully
developed bias. In the beginning of the forecast, the ujmveeilvater is relatively colder than later on
in the forecast when the bias is developed. The Anolni erpat is initialised with a warm bias in the
thermocline, and therefore is the upwelling water in theéeragpart of the basin relatively warmer in the
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Figure 8: Time-series of the global mean ocean heat contetihé upper 700 metres and its systematic error.
Fulllni (red), Ucorr (green) , UHcorr (blue) and Anolni (pk). 12-month running mean applied for the forecasts.
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Figure 9: Temperature bias at 373 metres depth for forecaat ¢-9.
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Figure 10: Model drift in SST in the tropical Pacific. Fulllfied), Ucorr (green) , UHcorr (blue) and Anolni
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Figure 11: Vertical cross-section along the equator in tlaeific for Fulllni, forecast month 6-18.

Anolni experiment compared to the Fullini during the eardytpf the forecasts.

For the Ucorr experiment, the bias during the first year isrtyereduced, compared to Fullini. The

reduction is clearest in the eastern part where the appl@dantum-flux correction is due to the change
in the amount of upwelling cold water. In the western pan, dladlditional heat-flux correction plays a
role as Ucorr develops a stronger bias than UHcorr.

In order to evaluate the model drift on a longer time scalesptodel bias as a function of lead time has
been calculated from the decadal simulations. FidXe) and Figurel0(d) shows the model drift for
the first 5 years of these simulations for Nifio3 and Nifi@peetively. Comparing with the 14-month
simulations, the data from the decadal simulations is muisier, due to a reduced number of initial
dates and ensemble members. However, the same featurds stdaras in the 14-month data sets. The
overshooting for Fulllni for Nifio3 is also present here aadhains into the second year. However, for
longer forecast ranges (year 2 and onwards), the sub-subfas structure has developed in the Fulllni
experiment and the period of over-shooting is over. Aftat the Anolni is somewhat colder than Fulllni
due to the generally colder ocean as seen in Fig(bbe

For Ucorr and UHcorr the positive bias after one year is muchenpronounced in the decadal simu-
lations. For the UHcorr experiment the bias is about 2 KelWor the following year a corresponding
cold bias is present. One could speculate that it could bgretkat the flux correction is over-doing the
correction for the first year or that the flux correction egously triggers El Nifios too frequently for the
second DJF season and Linhis the year after. For longer lead times the mean statedorrlis colder
than UHcorr but still not as biased as Fullini.

6 Forecast quality

In this section, the forecast quality on seasonal and détiadascales will be discussed, starting with the
predictability of ENSO on seasonal time-scales. The ptablility of ENSO is key for the predictability
of other regions due to ENSO’s strong teleconnections. Farcares presented here the bias has been
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Figure 12: Anomaly correction coefficient for SST forecasts! Nifio areas. Fulllni (red), Ucorr (green), UHcorr
(blue), Anolni (pink) and persistence (black).

removed by applying a lead-time dependent bias. For theddésaale, results from Ucorr will not be
discussed. In the evaluation of the decadal experimergsddlba has been detrended hence the main
interest in this study is the effect of the forecast stratagg not the response of increased greenhouse
gases.

Figure 12(a), Figurel2(b) and12(c) shows the anomaly correlation coefficient (ACC) for thi&d3,
Nifio3.4 and Niflo4 respectively. For Nifio4, Ucorr shols best scores while Anolni clearly shows
the worst results; even worse than the persistence. Thisesample of forecast improvement obtained
by correcting the mean state and disrupting the developofamisitive feedbacks between cold tongue
and trade winds, which are strongest in this area (NifiohaésQGentral-Western Pacific), For Nifo3
(in the Eastern part of the Pacific basin) the flux-correctggbements show most noticeable advantage
compared to the other forecast strategies in the forecagér@-5 months. The score for Fulllni is slightly
better than Anolni. This is aregion affected by remote fagoria propagation of Kelvin waves generated
in the Western Pacific. So the improvement seen here is likelpmbination of local improvements
(better thermocline depth) as well as a response to remai@irements in the Western Part of the basin.
The Nifio3.4 region is located in the mid of the basin is a coeiipn of a part of Nifio3 and Nifio4.
Therefore it is not a surprise that this area share somerésatith the other areas. In this area Anolni
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Figure 13: Amplitude ratio for SST anomalies compared witserved anomalies in Rd3 area. Fulllni -red,
Anolni - pink, Ucorr - green and UHcorr -blue. Persisted foast in black, dashed.

is worst but is still better than the persistence.

Figure13 shows the amplitude ratio of anomalies compared to the ebdemplitude. The outstanding
feature here is the period of high amplitudes in the Fullkpeximent, which peaks roughly at the same
time as the main drift towards cold bias (month 5 of the fosegia The coupled model fails to capture
the seasonal relaxation of the trade winds, which in natappéns during late spring / early summer.
During this time of the year, the amplitude of the observed &Somalies in the Eastern Pacific is at is
lowest, since the SST variability is somehow decoupled ftoenthermocline variability. Any anomaly
in the initial conditions remains in the thermocline, buddtes not translate into an SST anomaly. This is
also the reason for the seasonal predictability barriethérmodel however, the trade winds fail to relax,
and the thermocline-SST feedback continues to be activieglthie spring-summer season, giving rise
to an overestimation of the SST anomaly. This problem in tbdehwill be more obvious in situations
when the anomaly in the initial conditions is large. We ara isituation that illustrates the difficulties
of dealing with flow-dependent, seasonal dependent anetil@ddependent bias. The amplitude of the
Fulllni SST anomalies decays in at longer forecast rangas by month 10 they are weaker than the
observed anomalies. This is likely a consequency of the lavd wariability in the coupled model (not
shown) and the SSTs that seem to be locked into a permanesstaiid cold phaséMagnusson et gl.
20117, without an ability to generate anomalies not presenténititial conditions.

For Anolni, which has only a small model drift, the amplitudio is close to 1. This shows that
the strategy implemented here for anomaly initialisati®mlle to retain the information for about 6-7
months, after which the amplitude of the anomaly convergdabda same values as seen for Fulllni, and
probably for the same reasons (too stable cold state, witlemaugh wind variability). For Ucorr and
UHcorr, an overestimation of the amplitude is present addenecast month 6, but not as strong as in
the Fulllni: the seasonal momentum-flux correction willagg the trade wind relaxation. For UHcorr,
the amplitude ratio increases after one year, since the vdridbility is also overestimated (not shown).
This manifests in the overprediction of El Nino events ae@ast ranges longer than 1 year.

Figure 14 shows the ACC for the precipitation in the Niflo3.4 area. eH@e see large differences be-
tween forecast strategies. The worst results by far arar@uteby the Anolni experiment, which has
an erroneous means state troughout the simulation. Evendfni produces skillful ENSO forecasts
of SST after bias correction (better than persistence)ptieipitation forecasts are poor, substantially
worse than persistence. The precipitation rate is dep¢iotehe absolute value of the SST and therefore
the precipitation will be negatively affected by the coldTS8as. The best performace is shown by the
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Figure 14: Anomaly correlation coefficient for precipitatiin the Niio3.4 area. Fulllni -red, Anolni - pink, Ucorr
- green and UHcorr -blue. Persisted forecast in black, dashe

Ucorr strategy, followed by UHcorr. One possible reasoritarimprovement is the better predictions of
SST, but also the improved mean state of the atmospherehwiay respond better to a given anomaly.
The Fullini experiments shows reasonable results for tisé fionths, when the mean state of the SST
still is close to the observed one.

In order to investigate the performace on different timdesgave consider maps for ACC for forecast
month 2-4 (Figurel5) and forecast year 2-5 (Figulig). Statistically significant points are marked with
a dot ( different from zero with a 5 % significance level). Atilshally, Figurel7 shows a summary of
the ACC for different areas for 2-metre temperature, forotey lead times and averaging periods. All
diagnostics are based on 7 ensemble members.

For global temperatures [FiguiEr(a)], skill is present throughout the first year. This is nhaidue

to persistence of initialised anomalies and prediction NSB, which has an influence on the global
mean temperature. For longer time-scales the effect oé&sad green-house gases play an important
role Hawkins and Suttor?009, and has been removed by linear detrending in the caloulati these
scores.

The region with the highest predictability for month 2-4diiie 15) is the tropical Pacific that benefits
from the predictability of ENSO (see above). For the secoalfl ¢f the first year, UHcorr shows the
worst performance for Nino3.4 (Figuter). This could be related to this strategy producing too much
ENSO variability at longer lead times, as indicated by a nhalliét and a high amplitude ratio (see
above).

The northern Indian ocean also shows high predictabilitynfionth 2-4. Here the Anolni experiment
shows the worst performance while Fullini and UHcorr yigiditar results. For the subtropical Atlantic
the three methods look similar. For Europe, some skill isg@ngin Fullini and Anolni while UHcorr
shows no skill. This is the case also for the second half ofiteeforecast year (Figuré7). However,
care should be taken when interpreting the skill scores dtlatiiudes. Even where the boot-strapping
test indicates statistical significance, experiments laitlper number of ensemble members demonstrate
that robust estimation of seasonal forecast skill in thesasaneed large numbers (20 or above) of en-
semble members.

Figure 16 shows the ACC for forecasts of 2-metre temperature on a yealtitime-scale averaged
over the forecast period year 2 to 5. This could be seen as aumeeaf skill of decadal forecasts,
even if the period is only four years. One area with enhancedigtability on this time scale is the
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Figure 15: ACC for 2-metre temperature, forecast month 2e&r 1. Black dots for values significantly different
from zero with 95% confidence.
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Figure 16: ACC for 2-metre temperature, forecast month lyg2r 2-5. Black dots for values significantly different
from zero with 95% confidence.
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North Atlantic, in agreement with other studies [eRohlmann et al(2004); Mochizuki et al.(2010;
van Oldenborgh et a(2012)]. Although the figures show that the UHcorr and Fullini penhs some-
what better than Anolni, it would be dangerous to draw casiolis without a better understanding of the
reasons. One could speculate that this is due to a moretieatiength of the MOC on this time-scale,
but in general the MOC is not well represented in the coupledet) nor in the initial conditions. Some
skill is surprisingly present in the southern Indian Oceahere other coupled models show little skill
after the linear detrending [e.gran Oldenborgh et al2012)]. In fact, it seems that the positive skill
extends to the south-eastern Pacific and southern Atlafitiese results would suggest that the higher
skill at 2-5 years is not exclusive to the North Atlantic, ubre generally of the mid latitudes. Some
skill for year 2-5 is also present in the Tropical Pacific fhreaxperiments (the highest skill for Anolni);
the pattern of the positive skill (latitudinally broad heskioe, with little amplitude in the Eastern Pacific)
is reminiscent for the decadal ENSO sigrRoger et al.1999 2006).

In the decadal time scale, the UHcorr experiment seems @ thigher skill in the Nino3.4 area (year 6-
9) than Fullini and Anolni. It is difficult to judge whetherighsignal is robust and a deeper investigation
is needed to find the reason for this increased predictabilit

7 Summary and discussion

In the presence of systematic model errors, a forecasegirateeds to be applied to deal with bias.
This study discusses different forecasts strategies, angpares the results when applied to seasonal
and decadal forecasting. The standard forecast strategyifoerical weather prediction, monthly and
seasonal forecasts is full initialisation, where the masl@litialised from a state close to the real-world
attractor. In the presence of systematic model errors, thdeinonce initialised, will drift towards the
attractor of the model. For short lead times, as for mediange forecasts, the systematic error is usually
ignored, since it is considered small compared to the enmmwip of the initial conditions. However, at
longer lead times (monthly and seasonal) this is no longec#se. If the difference between the model
and real-world attractor is large, a different forecasitstyy is needed: the direct model output needs to
be calibrated in order to issue the forecasts. Initialisatind calibration can be considered two different
aspects of the forecast strategy. In this study we assumsirtipdest calibration strategy (removal of
the mean bias a posteriori) and compare different iniatilin strategies, focusing on their effect on the
forecasting quality.

We have compared full initialisation, anomaly initialiget, momentum-flux correction and heat and
momentum-flux correction. While the full initialisatiomsilations are initialised close to the real-world
attractor, anomaly initialisation aims to initialise theodel on its own attractor by attaching observed
anomalies to the model climate. The purpose of this straiedy avoid the model drift and possible
non-linear effect of the model drift. Another strategy tmiavor reduce model drift is to apply flux
correction in the coupling between the atmosphere and oddas will act as an artificial energy and/or
momentum source or sink with a seasonal cycle.

The model system used for this study (ECMWF atmospheric inaatsion 36r1 + NEMO ocean model
version 3.0) shows a general cold bias. The bias is due tolamba in the energy flux at the top of
the atmosphere. If the model state is kept close to the obdaimatology by SST relaxation, a mean
forcing of 3.2 W/nt is required. A part of the atmospheric temperature bias st attributed to a
strong uptake of heat by the ocean. One sign of this is a waamibithe oceans below 200 metres depth.
The coupled model also has an enhanced cold bias in theatdpacific caused by too strong easterlies
yielding a positive feedback to the Walker circulatidBjgrknes 1969. The cold bias has a strong
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Figure 17: ACC for SST averaged over different periods (fteft): forecast year 1, month 1; year 1, month 2-4;
year 1, month 5-12; year 2, month 1-12; year 2-5, month 1-82y¥-9, month 1-12. Fullini - red, Anolni - pink
and UHcorr - blue.
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influence on the ENSO variability, which is discussed forphesent model system Magnusson et al.
(201D).

Comparing the forecast quality for ENSO prediction (SSTidag) on seasonal time-scales, the best
results are obtained using momentum-flux correction. Thestu@sults are found with the anomaly

initialisation, especially in the western part of the tiegdiPacific. For the second half of the first year,

the worst scores are found for the heat and momentum-fluecaa experiment. This could be related

to erroneously triggering of El Nifio events, for which wevbdound evidence by studying the model

drift of this experiment.

Comparing precipitation scores for the tropical Pacific, see a clear disadvantage for the anomaly
initialisation. By avoiding the model drift, the mean st&be the anomaly initialisation experiment is
always in a cold state. The SST bias leads to a strong supneskthe convective precipitation. Even
with a warm SST anomaly, the SST is too cold to trigger comgactHere we have a clear advantage for
the flux-corrected experiment, which is closer to the olbe#mwean state and has a better precipitation
response to warm events [c.f. discussioMiagnusson et a(2011)].

Looking at decadal time-scales and comparing full ingition, anomaly initialisation and heat- and
momentum-flux correction, even with a clear difference irmmelimate, the differences in scores are
small and uncertain due to a limited set of hindcasts. Fodéteended data, some skill is present for the
northern Atlantic, tropical Pacific and southern Indian &téor year 2-5. However, it is hard to verify
any systematic differences between the experiments otirtihésscale.

All methods investigated in this report have advantagesdisatvantages, both with regard to results
and from a practical point of view. By using full initialisah the model will drift from the attractor of
the analysis to the attractor of the model. During this dh# properties of the forecasts change with
lead time, both in the sense of mean and variability. In otdezorrect for this one needs to apply a
lead-time dependent bias correction. The developmenteobidis might well depend on the state (i.e.
be conditional), and optimally one should account for tlakhough sampling considerations are an
obstacle. In this study we found evidence of "over-shodtimgdel drift in the eastern Pacific at certain
forecast ranges.

The anomaly initialisation removes most of the model dnitihe global SST and a large part of the model
drift in the ocean heat content. The skill in the ENSO forecaslicates that the anomalies are initialised
correctly, altought the scores are worse than using fuibisation. By using the anomaly initialisation
the model is always in an erroneous state. It severely affetdractions in the climate system, as seen for
the ENSO variability inMagnusson et al2011) and the precipitation scores for Nifio3.4 in this report.
For a practical point of view, long simulations are needeahtiin the model climate. The main problem
is, however, the limited period for which the analysed cliemaan be defined, due to limitations in past
ocean observations.

The momentum-flux correction is mainly aimed to compensatéhie wind bias in the tropical Pacific,
even if the correction is applied globally. For the mean alierand the skill scores for the tropical Pacific
we see a clear improvement. This is also documenteddtieni et al.(2011), for a slightly different
model configuration. Using the combined heat and momenturnefirrection, the mean climate as well
as the variability is well improved. However, it is difficiti see improvement in the scores. The practical
downside of flux correction is the estimation of the cor@usi This is not straight-forward, especially
for a combination of heat and momentum-flux correction.

In this study we have not found clear evidence for any unaleaed easy solution for forecasting in the
presence of systematic error. Flux correction (espeamatijnentum-flux correction) has a positive effect
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on the seasonal time-scale for the model system used hettéjdresult is highly dependent on the type
of systematic errors in the model and may not hold true foeothodels. For the decadal time-scale
only small differences are present between the strategisa@ strategy shows a clear advantage. This
could be related to the limited sample of starting dates Ardiinited scope for predictability on this
time scales, once the effect of increased greenhouse gasé&sén removed. It is still an open question
as to whether the choice of forecast strategy matters faddbadal time scale.
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