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Linearized physics for data assimilation at ECMWF cECMWF

Abstract

A comprehensive set of linearized physical parametrinatibas been developed for the global
ECMWEF Integrated Forecasting System. Implications of itteedrity constraint for any parametriza-
tion scheme, such as the need for simplification and regaltion, are discussed. The description
of the methodology to develop linearized parametrizatioigblights the complexity of obtaining
a physics package that can be efficiently used in practigaliGgtions. The impact of the differ-
ent physical processes on the tangent-linear approximatid adjoint sensitivities, as well as their
performance in data assimilation are demonstrated.

1 Introduction

Adjoint models have several applications in numerical Wweaprediction (NWP). In variational data
assimilation (DA) for instance, they are used to efficienliyermine optimal initial conditions. Another
application of the adjoint technique is the computatiorheffastest growing modes (i.e. singular vectors)
over a finite time interval, which can be used in EnsembleiPtied Systems (EPS). Adjoint models can
also be used for sensitivity studies since they enable thmpatation of the gradient of a selected output
parameter from a numerical model with respect to all its ilgarameters. In practice, this is often used
to obtain the sensitivity of the analysis to model paranseteensitivities of one aspect of the forecast to
initial conditions or sensitivities of the analysis to oh&dions.

Initially, only the adiabatic linearized models were usedNIWP. However, the significant role played
by physical processes in various large-scale and mesopbaleomena was soon recognized. Phys-
ical processes are particularly important in the tropicsarnthe surface, in the planetary boundary
layer or the stratosphere, where the description of the spihmeric processes is controlled by both
physics and dynamics. Therefore a lot of effort was devotedh¢lude physical parametrizations
in adjoint models. Several studies aimed at including pafsparametrizations in adjoint models
(Zouet al. 1993 Zupanski and Mesinger 199%suyuki 1996 Errico and Reader 1999aniskovéet al.
1999 Mahfouf 1999 Janiskovéet al. 2002 Larocheet al. 2002 Lopez 2002 Tompkins and Janiskova
2004 Lopez and Moreau 200%ahfouf 2005 with encouraging results. However, these studies also
showed that the linearization of physical parametrizaiohemes is not straightforward because of the
non-linear and on/off nature of physical processes. Strmmglinearities that could lead to noise prob-
lems had to be removed from the models in order to be able tefivérom the inclusion of physical
processes in the linearized model.

In recent years, four-dimensional variational (4D-Varjadassimilation became a powerful tool for ex-
ploiting information from irregularly distributed obsetions for initial conditions of a numerical fore-
cast model. 4D-Var minimizes the distance between a modgctiory and observations spread over
a given time interval, using the adjoint equations of the eldd compute the gradient of the cost
function with respect to the model state at the beginninghefdssimilation period. The mismatch
between model solution and observations can remain largjigeiimperfect adiabatic adjoint model
would only be used in the minimization. Many satellite olvatipns, such as radiances, rainfall and
cloud measurements, cannot be directly assimilated with swerly simple adjoint models. There-
fore it is crucial to represent physical processes in therdlssing models. Parametrization schemes
for adjoint models started from very simple ones, suctBaiza (1994, which aimed at removing
very strong increments produced by the adiabatic adjoirdeiso More complex, but still incomplete
schemes were developed Bypu et al. (1993, Zupanski and Mesingg1995, Janiskovéet al. (1999,
Mahfouf (1999, Larocheet al. (2002, Mahfouf (2005. More recently, comprehensive schemes were
implemented, which describe the whole set of physical m®es and interactions between them al-
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most as in the non-linear model, just slightly simplified f/amdegularized (e.gJaniskovéet al. 2002
Tompkins and Janiskova 2004opez and Moreau 2005

In this paper, a comprehensive set of physical parametimtdeveloped for the linearized version
of the global ECMWF model is described together with its aggplons in sensitivity studies and data
assimilation. A description of the current package, whihnique because of its complexity, has never
been published in the literature. Readers would only be t@bfind summaries of old parametrization
schemesNlahfouf 1999 from which hardly anything is left in the current operatibmodel. Some
information about updated versions of the schemes for whwg radiation Janiskovéet al. 2002 and
moist processesTompkins and Janiskova 200dopez and Moreau 2005%s available, but is no longer
up-to-date. In sectio, the reasons for using physics in variational data asdimilaare explained.
The implications of the linear constraint for any paranzetiibn schemes, such as simplification and
regularization are described in secti@nThe methodology for the development of linearized singdifi
parametrizations is provided in sectidnTo fully appreciate the achieved level of sophisticatidnhe
linearized physical parametrization schemes used at ECMWiEh can still be integrated even over 48
hours on the global scale without producing spurious n@aeh of them is described in sectibnThe
impact of different physical processes on the tangenttim@proximation, adjoint sensitivity, as well as
the performance in data assimilation are demonstratecttioad. Finally, conclusions and perspectives
are given in sectioff.

2 The need for physics in variational data assimilation

Two main reasons can justify the need for linearized phygiaemetrizations in variational data assim-
ilation.

The first one lies in the necessity to compute medsiservation departures at a given time, so that the
variational cost function can be minimized. For instanteatellite microwave brightness temperatures
are to be assimilated, one must be able to translate the rodebl variables (typically temperature,
humidity, wind and surface pressure) into some equivalentilated brightness temperatures. In this
example, this can be achieved by applying moist physicsnpetrézations to simulate cloud and pre-
cipitation fields first, and then a radiative transfer modebbtain the desired microwave brightness
temperatures, as seen by the model. The goal of data aggmikato define the atmospheric state such
that the mismatch between the model and observations (bfugagion, J) is minimum. To minimize
the cost function for obtaining the optimal increments ioteaodel state vector component, its gradient
with respect to model variables needs to be assessed. Imdisert example of microwave brightness
temperatures, this would be achieved by applying the addithe radiative transfer model followed by
the adjoint of the moist physical parametrizations to tredgnt ofJ in observation space. The adjoint
of a given operator is simply the transpose of its Jacobiatmixnaith respect to its input variables.

Secondly, in the particular context of 4D-Var data assitititg the model state needs to be compared to
each available observation at the time the latter was pwddr It is therefore necessary to evolve the
model state from the beginning of the 4D-Var assimilationdaiw (time 0) to the time of the observation
(timei). This is achieved by integrating the full non-linear (Nloyécast modely, from time 0 to time

i. Again, the minimization of the 4D-Var cost functiah,which measures the total distance between the
model and all observations available throughout the aksion window, requires the computation of
its gradient,[y,)J with respect to the model state at the beginning of the 4Dagamilation window,
X(tg). To achieve this, the gradient of the observation telgnof the cost function in observation space
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can be first computed through simple differentiation as
n 1m
Oydo = i;Rr (5 —y7) (1)

wherey; = H(x;) is the model observed equivalewf, is the vector of available observations aRdis
the observation error covariance matrix. Using the adjoirthe observation operatdf,, one can then
calculate the gradient df with respect to the model state at observation tirig),

Oado = _iH?er(Hi[xm)]—y?) @

Finally, the gradient od, with respect to the model state at time 0 can be obtained Hyiagphe adjoint
(AD) of the forecast modeM " (t;, to),

O = 5 Mt HTR )]~y @

Again, since the adjoint version of the forecast model caseasm as the transpose of its Jacobian matrix,
the forecast model first needs to be differentiated witheesto its inputs, yielding the so-called tangent-
linear (TL) model M.

In contrast with the full non-linear model, the tangentehn model works on perturbations of the input
variables rather than on full model fields and is fully lindgrconstruction. The adjoint is therefore a
fully linear operator as well and, in the case of 4D-Var, itputs are the components [df)J. As a
consequence, solving the 4D-Var minimization requiredittearization of the forecast model’s physical
parametrizations (e.g. vertical diffusion, radiationnwection, large-scale moist processes) so that their
TL and AD versions can be used to describe the (forward, otisply backward) time evolution of the
model state during the minimization as seen from Bj. (

3 Implication of the linearity constraint

The minimization of the 4D-Var cost function is solved with #erative algorithm and is therefore
computationally rather demanding. Even though the miraon is usually performed at a much lower
resolution (T159/T255in current ECMWF's operations) than in the standard foregasdel (T1278

at ECMWF), the several tens of iterations required to obth@ optimal model state means that the
linearized physics package must be as cheap as possibl@dlioer computational cost, it is therefore
often necessary to simplify the set of linearized paranetions by retaining only physical processes
that dominate in the full forecast model. Linearity consadi®ns can also influence this choice: if a given
process is known to be highly non-linear (e.g. thresholdstckes), this process should be discarded
from the linearized code since this might otherwise leadhstabilities during TL and AD integrations.
However, some of those instabilities can be overcome thr@wpquate modifications of the code. At
the same time, though simplified, parametrization schersed in the linearized model must remain
realistic enough to keep the description of atmosphericgsses physically sound.

1T159/T255 corresponding approximately to 130km/80km
271279 corresponding approximately to 16 km
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3.1 Simplification

For important practical applications (incremental apphoaf 4D-Var -Courtieret al. 1994 adjoint based
sensitivities, initial perturbations of EPS), adjoint édssensitivities, initial perturbations of EPS), the
linearized version of the forecast model is run at a loweoltg®n than the non-linear model. In this
case, since the dynamics is already simplified through tbectén in horizontal resolution, the lin-
earized physics does not necessarily need to be exactlgriatgthe full physics. In principle, physical
parametrizations can already behave differently betweadinear and tangent-linear models due to the
change in resolution. Consequently, some freedom exidtiseirdevelopment of a simplified physics
package, as long as the parametrizations can represemabfaelbacks of physical phenomena present
in the atmosphere. Simplified approaches can allow the gssife inclusion of physical processes in
the tangent-linear and adjoint models. This strategy has bsed, for instance, in the operational 4D-
Var systems of ECMWFNlahfouf 1999 Mahfouf and Rabier 20Q@Rabieret al. 2000 Janiskovéet al.
2002 Janiskova 2003Tompkins and Janiskova 2004opez and Moreau 2005and at Météo-France
(Janiskovéet al. 1999 Geleynet al. 2001).

3.2 Regularization

As already mentioned, physical processes are often cleail by thresholds. These can be:

- discontinuities of some functions themselves descrililvey physical processes or some on/off
processes (for instance produced by saturation, changwedaeliquid and solid phase);

- some discontinuities in the derivative of a continuouscfion (i.e. the derivative can go towards
infinity at some points);

- some strong non-linearities (such as those created byahsition from unstable to stable regimes
in the planetary boundary layer).

In each of these situations, an estimation of the derivatiose to the discontinuity point will be differ-
ent between the non-linear model (in terms of finite diffees) and the TL model. All of this makes
the tangent linear approximation less valid when the lizedrmodel includes physical parametrizations
compared to the adiabatic version only. To treat the desdrjiroblems, it is important to regularize,
i.e. to smooth the parametrized discontinuities in ordeméke the scheme as much differentiable as
possible. One should recognize that it is often quite diffituachieve a tradeoff between a physically
sound description of atmospheric processes and a wellbdHmear physical parametrization. How-
ever, without a proper treatment of the most significantshoéds, the TL model can quickly become too
inaccurate to be useful. Therefore a lot of effort was davdig a number of investigators to deal with
discontinuities present in parametrized physical prazeés.gZou et al. 1993 Zupanski and Mesinger
1995 Tsuyuki 1996 Errico and Reader 1999aniskovéet al. 1999 Mahfouf 1999 Larocheet al. 2002
Tompkins and Janiskova 2004opez and Moreau 2005

To illustrate a potential source of problem in the lineadireodel, the rain production function, describ-
ing which portion of the cloud water is converted into préaifion, is shown in Fig.1. An increase
of cloud water mixing ratio by a small amoudx (Fig. 1a) leads to a small change in the precipitation
amountdyy, in the case of the non-linear (NL) model, but to a much lardemge ¢yr,) in the case
of the TL model. As a possible solution, one can modify thecfiom to make it less steep (dotted line
on Fig. 1b ). In this case, the resulting TL increment will be signifittg smaller @yr.,). However,
the required modification can be substantial and it can ideate the overall quality of the physical
parametrization itself. Therefore one must always be oatefkeep the right balance between linearity
and realism of the parametrization schemes. In the futheebeétter the non-linear forecast model will
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become, the smaller 4D-Var analysis increments and hereckedpe to have less difficulties with using
linearized physical processes will be.
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Figure 1: Autoconversion function of cloud water into precipitatigmack solid line) based oSundqvist et al.
(1989. A change in the cloud water, dx, results in a change of pitation, dy, in the case of non-linear (NL)
model. dy is the corresponding change in precipitation given by thegent-linear (TL) model. (b) describes
the modified function which is less steep and helps to recheclt increments to dy, (closer to dyq.).

4 Methodology for the development of linearized simplified
parametrizations

There are several problems with including physics in adjoiodels. The development requires substan-
tial resources and it is technically very demanding. Thalasion must be very thorough and it must be
done for the non-linear, tangent-linear and adjoint ve&rsiaf the physical parametrization schemes. The
computational cost of the model with physical processeshbeawery high despite some possible sim-
plifications applied. One must be also very careful with tba-tinear and threshold nature of physical
processes which can affect the range of validity of the tattjigear approximation as mentioned above.

The development of a new linearized physical parametdrmatan be divided into four main stages:

(1) Simplified non-linear forward model design, coding,itgnand validation.

(2) Tangent-linear coding and testing.

(3) Adjoint coding and testing.

(4) Performance assessment in data assimilation and gipkcations (see examples in sectién

4.1 Simplified non-linear version

In the first stage, the non-linear version of the new simglifidaysical parametrization needs to be de-
signed. This can be achieved through either an "upward” owfdvard” approach, both relying on the
prioritization of the various processes represented irfulléNL code used in standard forecasts. With
the upward technique, the simplified code is obtained byikegegnly the most relevant processes found
in the full NL version. In the downward approach, the simptificode is built by ignoring the least
significant processes from the full NL code. ldeally, botlpra@ches should converge to more or less
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similar simplified codes, which should be computationalyeaper than the full NL code, and contain
fewer discontinuities but are still able to provide reddigbrecasts. Once the simplified code has been
written, it is thus necessary to tune and validate it in tradal forecasts over periods at least equal to the
maximum length of the expected applications. At ECMWF fatémce, this period corresponds to 12
hours for 4D-Var DA or to 24 hours for singular vector comiatas involved in the ensemble prediction
system. Itis particularly crucial to ensure that the newpdified NL code does not depart too much from
its full NL counterpart over this period of time. Verification much longer integrations (up to climate
timescales), although not essential, is also recommerdethke sure that the new simplified scheme is
stable and behaves reasonably well.

4.2 Linearization techniques

Once the NL version of the simplified scheme is deemed adegatibrts are devoted to the develop-
ment of the TL code, first, and then of the AD code. In practiitearization can be achieved using
either a manual line-by-line approach or an automatic apdoftware (e.gGiering and Kaminski 1998
Araya-Polo and Hascoét 2004However attractive automatic coding may sound, the mlaecanique

is usually more suitable as soon as one has to deal with theedanounts of complex code used in modern
NWP systems. Until now, in our own experience, the code preduhrough automatic differentiation
and adjointing often turned out to be computationally vergesnsive (no optimization) and sometimes
not bug-free. This is the reason why so far only manual lipdifie TL and AD coding has been applied
to derive and update ECMWF’s full set of linearized physjzalametrizations. In the future this strategy
might be revisited if automatic softwares become more efficand reliable.

4.3 Tangent-linear version

An estimation of sensitivity of model output with respectibgput required by many studies can be
efficiently done by using the adjoint. For atmospheric ms@egblving in time, this backward integration
requires to have the tangent linear model acting forwariie.t To build the TL model, the linearization

is performed with respect to the local tangent of the modgéttory.

If M is the model describing the time evolution of the model steas:

X(tiv1) = MIx(t;)] (4)

then the time evolution of a small perturbatidx can be estimated to the first order approximating by
the tangent linear modé&l (derived from the NL modeM):

OX(tiy1) = MIx(t)]ox(ti)
oxin) = X )

The verification of the correctness of the TL model is firstf@ened through the classical Taylor for-
mula:

. M(X+2A0x) —M(x)
U VTP Y

This examination of asymptotic behaviour, using pertudpat the size of which becomes infinitesimally
small, is performed to check the numerical correctnesseofithcode.

—1 (6)
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For practical applications, it is also important to invgate the accuracy of TL models for finite-
amplitude perturbations (typically perturbations of tlimesof analysis increments). The results from
applications of tangent-linear and adjoint models are aislgful when the linearized approximation is
valid for such perturbations. Therefore, for the validatad the tangent-linear approximation, the accu-
racy of the linearization of a parametrization scheme idistlwith respect to pairs of non-linear results.
The difference between two non-linear integrations (ometisg from a background fielk?, and the
other from an analysis®) run with the full NL model,M, is compared to time evolution of the anal-
ysis incrementsx@ — x°) obtained by integrating the TL modeé¥], with the trajectory taken from the
background field.

For a quantitative evaluation of the impact of linearizeldesnes, their relative importance is evaluated
using mean absolute errors between tangent-linear andimear-perturbations as:

£ = [MO@—x0) — [M(x@) - M(x0)]| (7)

As a reference for the comparisons, an absolute mean emtindolrL model without physicSges, is
taken. Ifeeypis defined as the absolute mean error of the TL model with tfereint physical schemes
included, then an improvement coming from the inclusion ofephysics in the TL model is expressed
asé&exp < &ef. The relative errorg,er, and relative improvements,, are also computed as:

‘M (X2 —=xP) — [M(x?) — M (x?)] ‘
rer == (8)
M (x2) — M (xb)‘

Eexp— Eref
= €)
Eref

Validity tests of the tangent-linear approximations aresttyoperformed over the time period and at the
resolution at which adjoint models will be applied in praeti resolution and time length of an inner-
loop integration of 4D-Var system (e.g. 12 hours, T255 anadfical levels at ECMWF) or longer time
periods for singular vectors and sensitivity applicatiéeg. 24 hours at ECMWF). An example of the
results from such TL approximation assessment will be gimesection6.1

4.4 Adjoint version

The adjoint of a linearized operatd, is the linear operatoi *, such that:
VX, vy <MXy>=<x,M*"y > (10)
where<, > denotes the inner product ar@éndy are input vectors.

Besides, the adjoint mod®l* can provide the gradient of any objective functidnwith respect t(t;)
from the gradient of the objective function with respeck(t. 1)

PX WA
ax) M <0X(ti+1)> ()

The integration of the AD forecast model works backwardnmeti One should remember thit,being

non-linear,M as well asM* depend on the particular state of the atmospher@pout which the lin-
earization is performed. The adjoint operator, for the $@sipcanonical scalar produet, > (Eq. 10), is

actually the transpose of the tangent linear operaddr,(not its inverse).
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For the practical verification of the adjoint code, one mest the identity described in Eq1@). It
should be emphasized that it is absolutely essential torertsat the TL and AD codes verify EqLQ)

to the level of machine precision, even when vectoendy are global 3D atmospheric states and even
for time integrations up to 12 or 24 hours. Note that a coraggint test does not imply the correctness
of tangent-linear code.

4.5 Singular vectors

Besides the verification of the numerical correctness of il AD versions of the model and the ex-

amination of the validity of TL approximation, singular ¥ers can be used to find out whether the new
schemes do not lead to a growth of spurious unstable mode$ rBodes would indicate the existence
of strong non-linearities and threshold processes in theéefrend would have a negative impact on the
usefulness of the linearized model.

5 ECMWF's linearized physics package

5.1 Description

The set of ECMWF physical parametrizations used in the limed model (called simplified or lin-
earized parametrizations) comprises six different sclseime radiation, vertical diffusion, orographic
gravity wave drag, moist convection, large-scale cond@msarecipitation and non-orographic grav-
ity wave activity , sequentially called in this order. Theramt linearized physics package is therefore
quite sophisticated and is believed to be the most compsdleone used in operational global data
assimilation. Each physical parametrization scheme effihtkage is described below starting with dry
processes.

5.1.1 Radiation

The radiation scheme solves the radiative transfer equativo distinct spectral regions. The computa-
tions for the longwave (LW) radiation are performed overghectrum from 0 to 2820 cm (~ 100 um

to 3.5um). The shortwave (SW) part of the scheme integrates thesfloxer the whole shortwave spec-
trum between 0.2 and 4/0m. The scheme used for data assimilation purposes must beutationally
efficient to be called at full spatial resolution to improve tdescription of cloud-radiation interactions
during the assimilation period#niskovéet al. 2002.

The shortwave radiation scheme:

The linearized code for the SW radiation scheme has beewvedeiiom ECMWF’s original non-linear
scheme developed Wyouquart and Bonng[1980 and revised byMorcrette (1991). In this scheme,
previously used in the operational forecast model, the ghphath-distribution method is applied to
separate the parametrization of scattering processes tfratrof molecular absorption. UpwaE}_L,T\N

and downward:sl\,\, fluxes at a given leve] are obtained from the reflectance and transmittance of the
atmospheric layers as

N

Féu(1) = Fo [ Thot(K) (12)
k=]

FSTW(J) = Fslw(j)Rtop(J’ -1 (13)
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Computations of the transmittance at the bottom of a lalygy, start at the top of atmosphere and work
downwards. Those of the reflectance at the top of the same RByg, start at the surface and work
upwards. In the presence of cloud in the layer, the final flarescomputed as a weighted average of
the fluxes in the clear-sky and in the cloudy fractions of tbkimn (depending on the cloud-overlap
assumption).

The non-linear scheme is reasonably fast for applicatioADrAvar and has therefore been linearized
without a-priori changesJéniskovéet al. 2002. The only modification with respect to the non-linear
version (used operationaly until June 2007; since thendRRpdiation Transfer model for SW radiation
is used Mlawer and Clough 1997 is the use of two spectral intervals, instead of six irdésv This is
meant to reduce the computational cost.

The longwave radiation scheme:

The LW radiation scheme, used in the ECMWF full NL forecastelas the Rapid Radiation Transfer
Model (RRTM; Mlawer et al. 1997, Morcretteet al. 2001). The complexity of the RRTM scheme for
the LW part of the spectrum makes accurate computationsnei@e In the variational assimilation
framework, the older operational schemehdrcrette (1989 was linearized. In this scheme, the LW
spectrum from 0 to 2820 cmi is divided into six spectral regions. The transmission fioms for
water vapour and carbon dioxide over those spectral inteam fitted using Padé approximations on
narrow-band transmissions obtained with statistical bayodlels Morcretteet al. 1986). Integration

of the radiation transfer equation over wavenumbewithin the particular spectral regions yields the
upward and downward fluxes.

The inclusion of cloud effects on the LW fluxes follows the atreent discussed by
Washington and Williamsorn(1997). The scheme first calculates upward and downward fluxes
(FJ(i) and Foi(i)) for a clear-sky atmosphere. In any cloudy layer, the schewaduates the fluxes

assuming a unique overcast cloud of emissivity unity, Fré(.i) and Fni(i) for a cloud present in theth
layer of the atmosphere. The fluxes for the actual atmospdrerderived from a linear combination of
the fluxes calculated in the previous steps with some cloedlay assumption (see below) in the case
of clouds spreading over several layers.Nlfis the number of model layers starting from the top of
atmosphere to the bottor@; the fractional cloud cover in layéy the cloudy upwarcH:,\Iv and downward

F,\fv fluxes are then expressed as:

N

Fu() = (1=CGui)F(i)+ 3 (CCiyia—CCRR (i) (14)
k=l
i—1

Fu() = (1-CG 10)Fs(i)+ ¥ (CCxi1—CGwR! (i) (15)
k=1

whereCG, j is the cloudiness encountered between any two lévafgl j in the atmosphere computed
using the overlap assumption described below.

In the case of semi-transparent clouds, the fractionaldit@mss entering the calculations is an effective
cloud cover equal to the product of the emissivity due to emsed water and gases in the layer by the
horizontal coverage of the cloud cover. This is the so cadféettive emissivity approach.

To reduce a computational cost of the linearized LW radmafar data assimilation, the scheme is not
called at each time step. Furthermore, the transmissioctiuns are only computed fori® and CQ
absorbers (though the version taking into account the whpéztrum of absorbers is also coded for
aerosols and other gases. The cloud effects on LW radiateardy computed up to cloud top.
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Cloud overlap assumptions:

Cloud overlap assumptions must be made in atmospheric sodefder to organize the cloud distribu-
tion used for radiation. This is is necessary to accounthferfact that clouds often do not fill the whole
grid box. The maximum-random overlap assumption (oridgyriatroduced inGeleyn and Hollingsworth
1997 is used operationallyMorcrette and Jakob 20D0Adjacent cloudy layers are combined by assum-
ing maximum overlap to form a contiguous cloud and disciggerls separated by clear-sky are combined
randomly.

Cloud optical properties:

When one considers cloud-radiation interactions, it isordy the cloud fraction or cloud volume, but
also cloud optical properties that matter. In the case of 8Wiation, cloud radiative calculations de-
pend on three different parameters: the optical thickriessasymmetry factor and the single scattering
albedo. They are derived froffouquart(1987 for water clouds, andEbert and Curry (1992 for ice
clouds. They are functions of cloud condensate and a speffiective radius.

Cloud LW optical properties are represented by the emigsinglated to the condensed water amount,
and by the condensed-water mass absorption coefficieninedtérom Smith and Sh{1992 for water
clouds andcebert and Curry{1992) for ice clouds.

5.1.2 Vertical diffusion

Vertical diffusion applies to wind components, dry statiergy and specific humidity. The exchange
coefficients in the planetary boundary layer and the dradficamnts in the surface layer are expressed
as functions of the local Richardson numbiek, (Louis et al. 1982). They differ from the formulation of
the operational forecast model (i.e. full non-linear schgmhere for the unstable regimRi(< 0) the
Monin-Obukhov (M-O) formulation is used, together with aoiefile approach for convectively mixed
layer in the case of unstable surface conditions. In thefimed model, the exchange coefficients are
computed according tbouis et al. (1982. For the stable regimdr{ > 0), diffusion coefficients accord-
ing to the Louis scheme are used close to the surface and 800ve, then they tend asymptotically
to the M-O formulation. A mixed layer parametrization isalscluded. This is consistent with the full
non-linear model.

Analytical expressions are generalized for the situatidgth @ifferent roughness lengths for heat and
momentum transfer. For any conservative variapléwind vector componentgy andv; dry static
energy.s, specific humidityq), the tendency produced by vertical diffusion is

op 19 oY
= = EE(K(RDE) (16)

wherep is the air density. The exchange coeffici&ntor heat and momentum transfer is given by

K =12

ou :
E” f(Ri) (17)

whereU is the wind vector and (Ri) represents the coefficient accounting for the dependeneertial
turbulent diffusion on the local Richardson number, eitb@mputed according thouis et al. (1982,
fL(Ri), or to the Monin-Obukhov formulationfyo(Ri). | is the mixing length profile based on the
formulation ofBlackadarn(1962 with a reduction in the free atmosphere.
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A continuous transition between Louis coefficients neasstivéace to about 300 m and M-O coefficients

above is computed as
1 1

1
VTR K2V TR A Two(R)

wherek is the Von Karman’s constart,is the height and is the asymptotic mixing length.

(18)

To parametrize turbulent fluxes at the surface, the dradiciett, Cs¢, (i.e. the exchange coefficient
between the surface and the lowest model level) is compted a

Cst = 0st(Ri) Cn (19)

whereCy is the neutral drag coefficient, which is a function of thegiomess length, angs¢(Ri) is a
function of the local Richardson number. Different forntidas ofCy andgs¢(Ri) are used for momen-
tum and heat, according twuis et al. (1982).

Regularization:

In earlier versions of the model, perturbations of the ergeacoefficients were simply neglectetl &

0), in order to prevent spurious unstable perturbationsfgrowing in the linearized version of the
scheme ahfouf 1999. Later, some regularization of exchange coefficients wasduced at upper
model levels to allow partial perturbations of these cowfits. This consists in the perturbations being
more significantly reduced around the neutral state Rieclose to zero) where both the function RF
itself and its derivative exhibit a significant rate of chang@ he reduction is eased exponentially away
from the neutral state.

5.1.3 Subgrid scale orographic effects

Only the low-level blocking part of the operational nondar scheme developed lytt and Miller
(1997 is taken into account in TL and AD calculations. The deftattof the low-level flow around
orographic obstacles is supposed to occur below an altZggdesuch that

3u N
—dz>Hp,, (20)
/ka ’U‘ fert

whereH,_, is a critical non-dimensional mountain height,is the standard deviation of subgrid-scale
orography andN is the Brunt-Vaisala frequency.

The deceleration of wind due to low-level blocking is given b

(3_U _ _1. g ok — 2 . U|U|
<0t>b|k_ Cdmax<2 r,O) ZH’/ T h (Bcoszor+Csm2a)—2 (21)

whereCy is the low-level drag coefficienty is the mean slope of the subgrid-scale orography, and
is the angle between the low-level wind and the principat afi orography.r is determined as =
(cofa + ysirfa)/(ycog a + sirfa), wherey is the anisotropy of the subgrid-scale orography. The
functionsB, C are written asRhillips 1989

B=1-0.18y—0.04y? and C = 0.48y+0.3y°.

The final wind tendency produced by the low-level drag patamation is then obtained from the fol-
lowing partially implicit discretization of Eq.21)

Uy _umiout —AUMUME = BV (22)
ot /o At 1+B At
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wherep = A|U"|At andU™t = U"/(1+B).

5.1.4 Non-orographic gravity wave drag

The tangent-linear and adjoint versions of the non-lineaeme for non-orographic gravity waves (in
details described b@rr et al. 2010 were developed in order to reduce discrepancies betweefulth
NL and linearized versions of the model, especially in thhatssphere. The parametrization scheme
used in the NL model is based @tinocca(2003. This is a spectral scheme that follows from the
Warner and Mclintyré1996 scheme representing the three basic mechanisms thatresereative prop-
agation, critical level filtering, and non-linear dissipat Since the full nonhydrostatic and rotational
wave dynamics considered Barner and Mcintyrg1996) is too costly for operational models, only
hydrostatic and non-rotational wave dynamics are employed

The dispersion relation for a hydrostatic gravity wave ia dibsence of rotation is

k?N2  N?
“w e 23)
wherek, m are horizontal and vertical wavenumbers, while= w — kU andc¢= c—U are the intrinsic
frequency and phase speed (witheing the ground based phase speedatite background wind speed

in the direction of propagation), respectively.

The launch spectrum, which is globally uniform and constamgiven by the total wave energy per unit
mass in each azimuth anggefollowing Fritts and VanZand{1993 as

mao () e @

E(m &,p) =B %3
- (w)
whereB, s andd are constants, anth, = 27l is a transitional wavelength. Instead of the total wave
energyE(m, &, @), the momentum flux spectral densg¥ (m, w, @) is required. This is obtained through
the group velocity rule. In order to have the momentum fluxseoved in the absence of dissipative

processes as the spectrum propagates vertically throughtherying background wind and buoyancy
frequency, the coordinate framewdlk w) is used instead dfm, &) as shown irScinocca2003.

The dissipative mechanisms applied to the wave field in ezicdhal direction and on each model level
are critical level filtering and non-linear dissipation.té&fapplication of them, the resulting momentum
flux profiles are used to derive the net eastwaFg and northwardoFy fluxes. The tendencies for the
(u, v) wind components are then given by the divergence of thogedlabtained through summation of
the total momentum flux (i.e. integrated over all phase sipées) in each azimutly projected onto the
east and north directions, respectively:

ou  d(pFg)
N AR

whereg is the gravitational acceleration apds pressure.

Regularization:

In order to eliminate the spurious noise in TL computatioagsed by the introduction of this scheme,
it was necessary to implement some regularizations. Thesade rewriting buoyancy frequenciN)
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computations in the NL scheme in height coordinates instdgutessure coordinates (as used in the
original code) and setting increments for momentum flux anl#st three spectral elements (high phase
speed) of the launch spectrum to zero.

5.1.5 Moist convection

The original version of the simplified mass-flux convectiocheme currently used in the minimization of
4D-Var is described ih.opez and Morea(2005. Through time, the original scheme has been updated
so as to gradually converge towards the full convection mehesed in high-resolution 10-day forecasts
(Bechtoldet al. 2008. The transport of tracers by convection is also implengknte

The physical tendencies produced by convection on any oaatse variabley (dry static energy, wind
components, specific humidity, cloud liquid water) can bétam in mass-flux form followingBetts
(1997
oy 1 ay
— = —[(My+Mq)——— +D - D — 27

at  p (My+Mq) 02"’ u(Pu— @) +Da(Pa — ) (27)
The first term on the right hand side represents the compegsaibsidence induced by cumulus con-
vection on the environment through the mass fMx, The other terms account for the detrainment of
cloud properties in the environment with a detrainment, ateSubscriptal andd refer to the updraughts
and downdraughts properties, respectively. Evaporatimood water and precipitation should also be
added in Eq.Z7) for dry static energys = ¢, T + gz and specific humidity.

Equations for updraught and downdraught:

The equations describing the evolution with height of theveative updraught and downdraught mass
fluxes,M, andMyg, respectively, are

oMy
9z (&u— )My (28)
% = —(&4—061)Mg (29)

wheree and d respectively denote the entrainment and detrainment.ratesecond set of equations
is used to describe the evolution with height of any otherattaristic, s, of the updraught or down-
draught, namely

I

) (30
) (31

where is the value ofiy in the large-scale environment.

In practice, Eqs.28)-(29) are solved in terms oft = M/M23%¢ whereM®¢is the mass flux at cloud
base (determined from the closure assumption as describtbef down).

Triggering of moist convection:

The determination of the occurrence of moist convectiorharhodel is based on whether a positively
buoyant test parcel starting at each model level (iterigtirem the surface and upwards) can rise high
enough to produce a convective cloud and possibly pretignita For an updraught starting from the
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lowest model level, its initial temperature and moisturpatéures with respect to the environment and its
initial vertical velocity depend on surface sensible andritheat fluxes, followingakob and Siebesma
(2003. When starting from higher model levels, the ascent isaiityt set to 1 m s! and its initial
thermodynamic characteristics are assumed to be repatisendf a few hundred metre deep mixed-
layer, with typical excesses of 0.2 K for temperature and.@* kg kg~! for moisture. A 200 hPa
threshold for cloud depth is prescribed to distinguish leetwshallow and deep convection. Mid-level
convection is treated as deep convection.

Entrainment and detrainment:

Entrainment rate in the updraugts,) is split into turbulent and organized components, whi@hlaoth
modulated by humidity conditions in the environment. Dietrzent in the updraughtd() is assumed
to occur inside the convective cloud only where the updrawghtical gradient of kinetic energy and
buoyancy are negative, that is usually in the upper partettnvective cloud.

Entrainment in downdraughtg4) is assumed to occur only between the level of free sinkird)the
top of the 60 hPa atmospheric layer just above the surfasadrthis layer, it is set to a constant value.
Detrainment §y) is defined such as to ensure a downward linear decrease oiddaught mass flux to
zero at the surface.

Precipitation processes:

The formation of precipitation from the cloud water conalrn the updraught is parametrized according
to Sundqvistet al. (1989 and a simple representation of precipitation evaporasdncluded. Precip-
itation formed from cloud liquid water at temperatures heltbe freezing point is assumed to freeze
instantly, which affects the dry static energy tendency.

Closure assumptions:

One needs to formulate so-called closure assumptions dtertlie convective updraught mass-flux at
cloud base M€ to quantities that are explicitly resolved by the model.r Beep convection, the
closure is based on the balance between the convectivalaleapotential energy in the subgrid-scale
updraught and the total heat release in the resolved laggde- environment. The cloud base mass flux
is expressed as the ratio of the latter two quantities, nadedlwith an adjustment timescale. This
timescale depends on the updraught vertical velocity gestaver its depth and on spectral truncation.
For shallow convection, the closure assumption links thestemergy excess at cloud base to the moist
energy convergence inside the sub-cloud layer. The rattbesfe two quantities yields the cloud base
mass flux for shallow convection.

Regularization:

Various regularizations need to be applied in the TL and ABecof the convection scheme to avoid
spurious instabilities. These include reducing or settmgero the perturbations of some terms that
directly depend on the updraught vertical velocity as welreducing updraught buoyancy and cloud
base mass flux perturbations.

5.1.6 Large-scale condensation and precipitation

The original version of the simplified diagnostic largetscalouds and precipitation scheme currently
used in the minimization of 4D-Var is describedTiompkins and Janiskoy@004). Only a summary of
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its main features is given here.

The physical tendencies of temperature and specific hunpditduced by moist processes on the large-
scale can be written as

7}

0_? = _Cce+ Eprec+ Dconv (32)
oT

E L(Cce— Eprec— Dconv) +Ls (Frain - IVlsnow) (33)

whereCee denotes large-scale condensation/evaporafigi. is the moistening due to the evaporation
of precipitation andD¢gny iS the detrainment of cloud water from convective cloudgi, and Msnow
correspond to the freezing of rain and melting of snow, retipaly. L andL; are the latent heats of
vaporisation/sublimation and fusion, respectively.

Condensation:

The subgrid-scale variability of humidity is assumed to &gresented by a uniform distribution. This
allows the estimation of the stratiform cloud fracti®@ys, and cloud condensate amougi®, from
the grid-box relative humidityRH, as

1-RH
Corat = 1= \/1— RHerit — K (RH— RHerit) .
qﬁ”at = qsapsztrat{K(l_ RH)+ (1-k)(1- RHcm)} (35)

where(sat is the saturation specific humidity. The critical relativenfidity threshold RHi;, and the
coefficientk are specified as imompkins and Janiskou2004). A simple diagnostic partitioning based
on temperature is used to separate cloud condensate into #gd ice.

The impact of convective activity on large-scale cloudsicivlis particularly important in the tropics and
mid-latitude summers, is accounted for through the detraint rate produced by the convection scheme.
This detrainment term is used to compute the additionaldctmyer and cloud condensate resulting from
convection (i.e. convection called before condensation).

Precipitation processes:

The formation of precipitation from cloud condensajg,is parametrized according gundqvistet al.
(1989, but the Bergeron-Findeisen mechanism and collectionge®es are currently disregarded. Pre-
cipitation formed from cloud liquid water at temperaturetdw the freezing point is assumed to freeze
instantly, which corresponds to tefff,i, in Eq. (33). On the other hand, precipitation evaporation is es-
timated from the overlap of precipitation with the unifognaistributed subgrid fluctuations of humidity
inside the clear-sky fraction of the grid box.

Regularization:

Perturbations ofCqy4: Were found to cause spurious instabilities in TL and AD indigns and are
therefore artificially reduced according to the valu€gfy:in the trajectory. A reduction of perturbations
in the autoconversion of cloud condensate to precipitai@iso needed.
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5.2 A few remarks

The set of physical parametrization schemes developetiédECMWF linearized model was described
in section5.1 Although there are some simplifications and regulariratiapplied in the different
parametrization schemes, the whole package is comprekeasd its non-linear form is able to pro-
vide 2-3 days forecasts that show a degree of realism whiek dot depart too much from that of the
non-linear physics. Different levels of simplification diet schemes have been driven either by the re-
quirement to decrease computational cost for operatigaications or the necessity to avoid unrealistic
perturbations in the linearized version of the scheme. Pipied regularizations and simplifications al-
low global integrations of the linearized model with eladted physical parametrization schemes even
up to 48 hours without producing spurious noise.

Overall, the presented package is a result of compromiseeleet realism, linearity and computational
cost while at the same time the level of complexity for theapagtrization schemes is also influenced
by the required applications. It is a constant challenge aintain the best tradeoff between all those
requirements.

5.3 Benefits of regularization

The validity of the tangent-linear approximation can behhigdegraded due to the non-linear and dis-
continuous nature of physical processes (see se8i®nif the derivatives of model outputs with respect
to the model state variables become very large, the lingt#iz will become useless.

As an illustration of how strong nonlinearities can lead tmeeous behaviour of the tangent linear
model, Fig.2b shows the evolution of zonal wind increments at the modallaround 700 hPa when
using the TL model without any regularization in the cloudgmaetrization scheme. When compared
to the finite differences (differences between two nondmategrations) in Fig2a, one can notice that
strong spurious noise develops in the tangent linear mdid#k noise comes from the autoconversion
function (Fig. 1) describing the conversion of cloud water to precipitatiolhen regularization is
applied to this function, TL increments (Figc) agree well with the finite differences (Figa).

a) FD: 20010315 12UTC t+12 Level 44 u-velocity b) TL_nonreg: 20010315 12UTC t+12 Level 44 u-velocity c) TL_reg: 20010315 12UTC t+12 Level 44 u-velocity
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Figure 2: Zonal wind increments around 700 hPa after 12-hour evotutiga) finite-differences (FD), (b)
tangent-linear (TL) model without any regularization ar@) TL model with applied regularization in the cloud
parametrization scheme.
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6 Performance of the linearized physics

6.1 TL approximation

Once discontinuities in the different physical paramatitn schemes have been properly smoothed,
the TL model describing the evolution of perturbations wiiile simplified physical parametrizations
generally fits the finite differences between two non-linieaecasts much better than an adiabatic TL
model.

To demonstrate the impact of the different physical proeg$#s the TL model, experiments have been
performed at a horizontal resolution equal to T255 and 9&l¢ewn vertical (L91) using the linearized
physics of ECMWF described in sectiBnThe impact of the different physical processes on the tange
linear evolution of temperature and zonal wind incremestshiown in Fig.3. Results are presented in
terms of zonal mean of error difference as in Ejj((.e. the fit to the non-linear model with full physics)
between the TL model including the whole set of linearizechpeetrization schemes and the adiabatic
TL model (i.e. gexp— €adiab). Negative values are associated with an improvement ofribael using
the parametrization schemes with respect to the adiabhtinddel since they correspond to a reduction
of the errors. The improvement is observed over most of tgphere, and is maximum in the lower
troposphere.

80N 60N 40N 20N 0 20S  40S 60S  80S 80N 60N 40N 20N 0 20S  40S 60S  80S

Figure 3: Impact of the ECMWF operational linearized physics on thaluation of (a) temperature and (b)
u-wind increments in zonal mean. Results are presentedeasrtbr differences (in terms of fit to the non-linear
model with full physics) between the TL model with full lineed physics and the purely adiabatic TL model.

Figure 4 shows the global relative improvement (see E®)) €coming from including (a) dry physical
parametrization schemes (i.e. vertical diffusion, gsawave drag, non-orographic gravity wave and
radiation) alone and (b) in combination with the moist pssas (i.e. convection and cloud with large-
scale parametrization schemes) in the linearized modepaced to adiabatic tangent linear model for
temperature, wind and specific humidity. The additionalrovpment due to the inclusion of the moist
parametrization schemes is not only coming from these sebebut also from cloud-radiation interac-
tions.

The relative error of the TL model with respect to the finitdedtences using the full non-linear physical

parametrizations is also used for evaluation. Fighighows vertical profiles of global relative error

reduction (therefore negative values) of the TL model usiifigrent physical parametrization schemes
with respect to the adiabatic TL model. The error reductieadmes larger by gradually including

parametrization schemes, e.g. by including moist prosessdop of the dry physical parametrization
schemes.
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Figure 4: Global relative improvement [%] of the tangent-linear apgimation for temperature, wind and specific
humidity coming from including: (a) dry physical parame#tion schemes (i.e. vertical diffusion, gravity wave
drag, non-orographic gravity wave and radiation) alonedgibars) and (b) in combination with moist processes
(i.e. convection and large-scale cloud parametrizationesoes - black bars) into the linearized model compared
to the purely adiabatic tangent linear model.
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Figure 5: Global relative error reduction of the tangent-linear (Tijodel obtained from the gradual inclusion
of physical parametrizations as shown in legend with resfgeadiabatic TL model for (a) temperature, (b) zonal
wind and (c) specific humidity. Relative errors of TL mod& eomputed with respect to finite differences using
the full non-linear physics.

6.2 Adjoint sensitivities

Adjoint models can also be used for sensitivity studiesesthey allow to compute the gradient of one
output parameter of a numerical model with respect to alliirgarameters. This property of adjoint
allows to study, for instance, the sensitivity of a physjgatametrization scheme to its input parameters
(e.g.Li and Navon 1998Janiskova and Morcrette 2005t is a more effective method compared with
other standard approaches of repetitively using the dégletmes to obtain the sensitivity of all outputs
by modifying in turn each input variables. More generallyaajoint can be applied to analyze the sensi-
tivity of a forecast aspect to initial conditions as promhder instance, byerrico and Vukiceviq1992

or Rabieret al. (1996. The adjoint method can also be used to measure the sépsitith respect

to any parameter of importance of the data assimilationesystin recent years, adjoint-based obser-
vation sensitivity techniques have been used as a diagrtosti to monitor the observation impact on
short-range forecasts (elgangland and Baker 20Q0€ardinali and Buizza 20Q0Zhu and Gelaro 2008
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Cardinali 2009. Such technique is restricted by the tangent-linear apamand its validity. The better
the tangent-linear approximation, the more realistic aseful the sensitivity patterns. Results obtained
through the adjoint integration when using a too simplifieljoet model with large inaccuracies or
adjoint models without a proper treatment of nonlineasitidd discontinuities, can be incorrect.

The adjoint(FT) of the linear operatoF can provide the gradient of any objective functidin,with
respect tx (input variables) given the gradient dfvith respect toy (output variables) as:

20J T 0J
o F. ay (36)
As an example, Fig displays the adjoint sensitivity of the 24-hour forecasbeto the initial conditions,

i.e. tothe analysi%, wherel is a measure of the forecast errBapieret al. 1996 Cardinali 2009. The
sensitivity with respect to specific humidity and temperatat the lowest model level are shown for the
situation on 28 August 2010 at 21:00 UTC from the run at T235te&olution. The results are presented
for two different experiments, the first one run with only ting parametrization schemes (i.e. vertical
diffusion, gravity wave drag, non-orographic gravity waarel radiation) included in the adjoint model
(Fig. 6a,b) and the second one with moist processes also takendotairat (Fig.6c,d). With only dry
parametrization schemes, sensitivity to specific humidityuite small and localized in areas of strongest
dynamical activity. Even for temperature, it is obviousttb@ame sensitivities are quite weak, especially
in convective regions. Adding moist processes in the atjoiodel brings additional structures to the
sensitivity in areas affected by large-scale condengatiaporation and convection. Therefore, using a
more sophisticated adjoint model also provides more flopeddent and more realistic sensitivities.
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Figure 6: Adjoint sensitivity of the 24-hour forecast error to initiaonditions in (a,c) specific humidity
(I kg (g kg 1) and (b,d) temperature (J kg/K) at the lowest model level for the situation on 28 Augus€20

at 21:00 UTC. The results are presented for (a,b) an expariméth dry parametrization schemes (i.e. vertical
diffusion, gravity wave drag, non-orographic gravity wamd radiation) used in the adjoint model and (c,d) with
moist processes also included. Sensitivities are showmnoelbur shading. Black isolines represent mean-sea-level
pressure (hPa).
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Figure 8: Adjoint sensitivities of the precipitation
cost function defined over the black box (see Fg.
with respect to 500-hPa temperature at 0000 UTC 9
February 2009, i.e. with a lead time of 24 hours. Sen-
sitivities are shown with white isolines (solid for pos-
itive, dash for negative) and are expressed in units
of 104 (mm day ') K-1. The background 500 hPa
temperature field valid at 0000 UTC 9 February 2009
is displayed using grey shading and black isolines of
mean-sea-level pressure are also plotted (in hPa).

Figure 7: Map of 3-hour precipitation accumula-
tions ending at 0000 UTC 10 February 2009 and used
for computing the precipitation cost function inside
the target black box over northwestern Europe. Grey
shading shows precipitation (in mm day, while
black isolines of mean-sea-level pressure are also
plotted (in hPa).

Another example of adjoint sensitivity computations usiing adjoint version of the linearized physics
package is given here, where the cost function was defineldea8-hour precipitation averaged over
the core of a mid-latitude winter storm over northwesternope. One should emphasize that this kind
of computation is only possible if the adjoint of moist plogsparametrizations is available. Figute
shows the field of 3-hour precipitation accumulation usedtiie evaluation of the precipitation cost
function inside the black box at 0000 UTC 10 February 2009.aAsdllustration, Fig. 8 displays the
adjoint sensitivities of the precipitation cost functioitiwrespect to 500 hPa temperature at 0000 UTC
9 February 2009 (i.e. 24 hours beforehand and computed &l Pl15resolution). In other words, Fig.
8 points out the regions where temperature ought to be modifiedder to change precipitation inside
the target box, 24 hours later. In Fig.the region of maximum sensitivity is found in the vicinitf/the
cold front associated with the 990 hPa low pressure systeatdd at 19W/47°N. The dipolar pattern
of sensitivities indicates that a strengthening of the s#fosntal temperature gradient would result in a
precipitation increase inside the black box, 24 hours.later

Of course, it would also be possible to plot sensitivitieshwiespect to moisture, wind and surface
pressure fields for this case (not shown). In fact, sensés/ican be computed with respect to any
variable which is part of the control vector of the adjointaeb However, one should also keep in mind
that the relevance and usefulness of adjoint sensitivit@sbe limited by the degradation of the linearity
assumption over time.

6.3 Data assimilation

Experiments have been performed over July-September 20adder to compare two versions of the
ECMWEF 4D-Var system at resolution T53191: the first one including the linearized physics desctibe

37511 corresponding approximately to 40 km
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above and the second one without it. Actually, in the versithout the described linearized physics, a
simple linear vertical diffusion (dry and acting mainly s#oto surface) and surface drag scheBug4za
1994 had to be used to avoid strong wind increments close to tfi@cgu Precipitation and cloud related
observations have not been taken assimilated in order tthesgame type of observations in both ex-
periments. Indeed, without the linearized moist physicéDARVar, cloud and precipitation observations
cannot be assimilated since no observation equivalenteandauced from the model.

Including physical processes in the linear model of 4D-Vatr only decreases the background cost
function (measuring the distance between the initial sthtdhe model and the background), but also
brings model closer to observations as indicated by thergenecreased observation cost function
(measuring the distance between the model trajectory amdspmnding observations) as seen in Fig.
9. Thus the distance between the model and the observatidredtes optimized when the linearized
physics is used in the 4D-Var minimization.
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Figure 9: Global values of (a) background cost function and (b) obatown cost function for 4D-Var assimilation
experiments run with all linearized physical parametriaatschemes included (solid line) and using only very
simple vertical diffusion oBuizza(1994 (dashed line). Statistics are shown over July 2011.

The significance of the impact coming from including the éirized physical parametrization schemes in
the 4D-Var system on the subsequent forecast is illustiatédy. 10 for the period of July - September
2011. The forecasts are scored against operational asatywems of anomaly correlation. A systematic
and significant improvement for all plotted parameterseleand regions is clearly obvious. Close to
analysis time (where obviously the impact of the lineariplgisics in 4D-Var should be the largest), the
biggest improvement is found in the middle and upper tropesp (e.g. 200 hPa wind vector scores) and
overall in the Tropics. The positive impact is also gengredimarkable in the lower troposphere (e.g.
700 hPa temperature scores or 700 hPa relative humiditescor

The results presented above only show which impact therlizegh physical parametrizations have on
the evolution of the model state from the beginning of the\D-assimilation window to the time of
observations. However, including physical processesénlittearized model also allows to assimilate
observations that are directly related to the physical ggses, such as cloud and precipitation obser-
vations. Therefore further improvement in producing maalistic initial atmospheric states can be
achieved. Since the late 1990s, significant efforts hava deegoted to the assimilation of such observa-
tions. This is also the case at ECMWF, where a 1D+4D-Var tigekenhas been first used operationally
for the assimilation of precipitation-related observasasing microwave brightness temperatures from
SSM/I Baueret al. 2006 from June 2005 until March 2009. This was then replaced bgcti4dD-Var
assimilation unifying the treatment of clear-sky, cloudyl grecipitation situations, leading to an all-sky
approach Baueret al. 2010 Geeret al. 2010. Direct 4D-Var of rain- and cloud-affected observations
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(a) NHem: 500hPa geopotential - Anomaly correlation ~ (b) NHem: 700hPa temperature - Anomaly correlation ~ (c) NHem: 200hPa rel.humidity - Anomaly correlation (d) NHem: 200hPa vector wind - Anomaly correlation
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Figure 10: Relative impact from the inclusion of the linearized phgkjgarametrization schemes in ECMWF’s
4D-Var system. Forecast scores against operational amafye shown in terms of anomaly correlations for ranges
up to 10 days. Score change is normalized by the control asifip® values correspond to an improvement. Grey
bars indicate significance at the 95 % confidence level. Resué shown (from left to right) for: 500 hPa
geopotential, 700 hPa temperature, 700 hPa relative humi@D0 hPa vector wind and for the different regions:
(a-d) Northern extratropics, (e-h) Southern extratropi@d) Europe and (m-o) tropics. Statistics are valid foeth
period of July - September 2011.

allows a physically consistent adjustment of model dynamiith temperature and humidity increments,
due to the sensitivity of radiance observations to the gbtmaisc state through the combined radiative
transfer model and the moist-physics parametrizationth@umore, direct 4D-Var of surface rain data
from ground-based NCEP Stage IV rain radars and gauges lowdtastern USA recently became op-
erational in ECMWF global forecasting systebopez 201) providing the clear improvement of short-

range precipitation forecasts over the region. In the lomgen, one could consider the assimilation of
more radar networks (e.g. Europe, China, Canada, ...) aobdgms of data availability and quality are

solved.

Experimental studies for assimilation of other observatioelated to the physical processes which
may be considered for the future operational assimilatiod therefore requiring parametrization
schemes being able to provide a realistic counterpart tsetludservations were also performed at
ECMWEF. Experiments were conducted to assimilate spacebcdioud optical depths (from MODIS,
Benedetti and Janiskova 2008precipitation radar reflectivities (from TRMM precigiian radar,
Benedettiet al. 2005 and cloud radar data (from CloudSagniskovéet al. 2011). More recently, the
potential benefits of directly assimilating synoptic siat{(SYNOP) rain gauge observations in 4D-Var
was investigatedLopez 2012 in both, a high resolution operations-like context andvageresolution
data-sparse reanalysis-like framework.
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The results from all above mentioned studies are not showa) Bimce they are well documented in the
literature.

7 Conclusions and prospects

Past experimentation and operational implementation iMBE’s Integrated Forecasting System have
clearly demonstrated the benefits of including linearizbgsiral parameterization schemes in the data
assimilation process. Linearized physics can also be lmgaietid singular vector computations for the
Ensemble Prediction System, leading to more realistigaingterturbations. It can be useful to diag-
nose short-range forecast sensitivities to observatibnghermore, employing linearized moist physics
parametrizations in the 4D-Var minimizations has perrdittee assimilation of the ever-increasing num-
ber of satellite and ground-based observations that amitiserto clouds and/or precipitation.

However, the development of efficient and well-behaved Td AD codes is made difficult by many
obstacles and is therefore time consuming and often tedionist sometimes rather frustrating. In par-
ticular, a substantial amount of work is required to sinypdihd regularize the code or, in other words, to
eliminate or smooth out the discontinuities and non-lifiiesrthat often characterize physical processes.
The behaviour of the linearized physics package also neduks ¢constantly and thoroughly monitored in
a wide range of potential applications (e.g. data assimilasingular vectors computations, sensitivity
experiments). In particular, every time one of the phygieahmeterizations is modified in the non-linear
forecast model (which in practice occurs at every new moglebsse), it is necessary to verify that the
tangent-linear approximation is not degraded. If it is,rappiate updates have to be made to the TL and
AD code so as to avoid a likely degradation of the 4D-Var ofi@nal performance. Eventually, a del-
icate compromise must constantly be achieved betweerriinesomputational efficiency and realism,
to ensure that the best analysis and (above all) forecafstrpemce are obtained.

With the continual trend towards higher and higher resohgi(both in the horizontal and the vertical),
maintaining a well-behaved linearized physics packageumd to become more and more challenging.
Currently, the minimizations involved in ECMWF'’s 4D-Varesstill run at a relatively coarse resolution
of roughly 80 km, even though trajectories and final analysescomputed at 16 km resolution. When
minimization resolution is increased, the ability to regmet smaller-scale and often noisier processes
(such as convection) is likely to make it more difficult toffluthe TL hypothesis. However it should
be mentioned that preliminary TL approximation tests werntly performed with a global resolution
of 25 km and over 12 hours, with no sign of a degradation. OrtheMmajor uncertainty for the future
is whether it will remain possible to make linearized phgdic work when the resolution of the non-
linear forecast model reaches a few kilometres, while tselution remains well above 10 km in the
4D-Var minimizations. At this stage, the paradox of expljciesolving convection in the trajectory but
still needing to parametrize it in the minimization could \ery challenging, and the current 4D-Var
approach might need to be modified so as not to include thdesnsahles in the entire analysis process
(e.g. through trajectory smoothing).

There should nonetheless be some even greater concerntabarowing complexity of the physical
parametrizations used in the non-linear forecast modeler @he years, the increasing level of detail
added to the representation of physical processes hasyreamysmous for enhanced and more numerous
sources of non-linearity, which by construction cannot iduded in the linearized physics package.
There is a risk that if nothing is done to keep this trend urdeittrol, it will become impossible to make
the linearized physics follow its non-linear counterpdosely enough, in which case 4D-Var as we know
it may not be sustainable. Even though there is some hopéutiia¢ configurations of data assimilation
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based on weak-constraint 4D-Var might provide some way$idgbtly relax the linearity constraint in
time, it is paramount that non-linear model developers gbnamember that 4D-Var can only deliver
good analyses if the linearity assumption remains valid tve entire assimilation window.
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