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Bull’s HPC solutions for Science Simulations

L Bull today, the company, the HPC products

L Large nodes Petaflop

L Toward Exascale: the accelerator’s [r]levolution
L Green Power
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Bull Group

REVENUE BREAKDOWN

BY BUSINESS
L A growing and profitable company

Services & Solutions 39%

Hcrdwalre & Systems
Solutions 29% .
L A solid customer base Moinrcnce & e |1
- Public sector, Europe e e 199,
BY GEOGRAPHY
L Bull, Architect of an Open World™ it
‘estem Europe 27 %
- Our motto, our heritage, our culture Eastem Europe 8%

USA 5% ——=
Latin America 4% =——=
Rest of the world 9%

O

L Group commitment to become a

leading player in Extreme BY INDUSTRY
Computing in Europe Public Secor 44%
Finance 14%
- The largest HPC R&D effort in Europe  tecommonications 9%
- 500 Extreme Computing experts - the WPt
largest pool in Europe i | |
Distribution 6% ]'

Other 5%

| .
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Target markets for Bull in Extreme Computing

- Defense

- Economic Intelligence

- National Research Centers

- Weather prediction

- Climate research, modeling and change
- Ocean circulation

L Government Production HPc

L Oil & Gas
- Seismic: Imaging, 3D interpretation, Prestack data
analysis
- Reservoir modeling & simulation
- Geophysics sites Data Center
- Refinery Data Center

L Automotive & Aerospace
- CAE: Fluid dynamics, Crash simulation
- EDA: Mechatronics, Simulation & Verification

L Finance
- Derivatives Pricing
- Risk Analysis
- Portfolio Optimization
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Worldwide references in a variety of sectors

Educ/Research Industry AerospacelDefence

/ / // % %} ------
UNIYERSITIT o ’

—giid A Ir A : h‘*
i T PSA PEUGEOT CITROEN | 7 % DASSAULT | ¥ %
‘ %
UNIVERSITAT % s PO AVIATION EDF
DUSSELDORF  gic cenrificas V , I||||| D GA
oo vond | Vaieo i, THALES
PRIMCIPE FELIPE Nyt TN ALST@'M |
e o  mBDA
A) J0LICH @ >/ ), ToTaL
Ux;i;ersiteit Utrecht B j Alenia "au-tita
_— AT
i B EA

p T
.

ONERA
SAINT-GOBAIN

~ ENSAWM

b ' @ O SAFRAN
R | H | Zl N | CHAMPAGNE-ARDENNE

.-""-.-_-____‘""--.

lid PETROBRAS|

[ AN
T EABCSL;_UDH @ @ .
Gas mccr BOSCH arsus | TS
... and many others

: SC* S

e Bl


http://images.google.fr/imgres?imgurl=http://www.cml-group.com/images/logo_airbus.jpg&imgrefurl=http://www.cml-group.com/custom.html&h=154&w=200&sz=8&hl=fr&start=1&tbnid=SG_6BYJON_ME1M:&tbnh=80&tbnw=104&prev=/images%3Fq%3Dlogo%2Bairbus%26svnum%3D10%26hl%3Dfr%26lr%3D%26sa%3DX

bullX hardware for peta-scalability
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PB of disk storage
QDR InfiniBand interconnect
GB/s bandwidth to the global file system

global memory BW 660 TB/s
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bullx-S6010 Compute module / node

2 Modules (64 cores / 512GB

1 PCl-e x16

1 Power supply

T
N

_ Ultra-capacitor

i, W

HDD/SDD

32 DDR3
Fans
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Bullx S6010 — CC-NUMA server

BC

XQPI fabric

\ SMP (CC-NUMA) /

Lk 4 modules
Lk 16 sockets

Lk 128 cores (Nehalem-EX)
L 128 memory slots (2TB)
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Large nodes :
Node maximum configuration : =

rrerrr

Large shared memory (pre/post-processing)
Many more cores (SMP)

Fewer nodes

Simpler system administration

Multi Level Parallelism (MPI/OpenMP)

[
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Continuous growth of HPC systems

L Demand for @Eﬂﬂa Projected Performance Development /
performance of HPC /{1 Exaﬂop::
systems outruns —

Moore’s Law g
10 P Flops -o- #5200
b :::$rend
Line

L CPU performance i — #500 Trend
. y = 10 TFlops — Sum Trend
increases by Moore’s - Line
LaW E 1 TFlops

100 GFops 485 ‘
10 GFlops o 8

L To reach higher system 1 Griogs S
performance, number 100 MFoge ey
of CPU’s has to = = 2 2 5 G
i n C re a S e 271052010 Jwww top500.0mg/

L
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Traditional Sources of Performance Improvement are

Flat-Lining
10,000,000
L New Constraints | |
1,000,000 : : »
- 15 years of exponential clock _ , | L

rate growth has ended
100,000

L Moore's Law reinterpreted

- How do we use all of those
transistors to keep
performance increasing at
historical rates?

- Industry Response : # cores 100
per chip or # flop per cycle

double every 18 months or
instead of clock frequency

10,000

1,000

10

# Transistors (000) |—
» Clock Speed (MHz)
& Power (W)
#PerfiClock (ILP)
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Figure courtesy of Kunle Olukotun, Lance
Hammond, Herb Sutter, and Burton Smith




Multi-core CPU architecture evolution

core||core|[core|[m-ctl Bl memory |

cache core||core||core|[m-cti BT memory ]

core||core|[core| T

N COherent—-core core||core m-ctl

10 interface T

MemoryH '(\:’I:tr:; H CPU H el F = memory |
X shared cache |:m-ctldd "mem _'N‘_'
FPU &

) ) - chipset
multi-chip architecture

multi-core processor

em
Memory
em coherent
Memory i
em shared cache
Memory
||
10
cntrl
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Accelerated HPC has reached the top

3 systems with Accelerators in Top10 (June 2010)

3000 -
OPeak
OGPUs
2500 - mOCPUs

Linpack TFlops
&
o
o

T

Nvidia - Shenzhen

Cell - Los Alamos

Bull
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HPC Best HPC server

E\dnols Choice prOduct or teChn0|ogy

Typical GPU vs bullx blade block diagrams HPCI Top 5 new products or

Readers’C
Awards

typical GPU system

<« 12.8GB/s _p

Each direction

31.2GB/s

Bull
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GPU systems bandwidth profiles comparison

Bandwidth profiles comparison
160
140 = CPU
=== Bullx b505
typical GPU

120

-_
(=4
o

Bandwidth (GBIs)

0 50 1m.) 150

size (GB)

200

50

—CP
—Bu

typ

100
size (GB)

L GPU are powerful compute engines

L A larger bandwidth for communications is required

15 ©Bull, 2010 Bull confidential and proprietary
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Programming GPUs

L Until recently GPUs == GOPUs (Graphics Only Processing Unit)
- very difficult to program: data was mapped as “texture”...OpenGL
- programming GPUs was the job of computer graphics PhDs

L Cuda was the first environment a (motivated) developer could
use

L OpenCL is attempting to standardize the GP-GPU programming
... and the CPU as well?

L High level tools are now available (HMPP/CAPS, PGl)

(N
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HMPP Example : SGEMM

!SHMPP sgemm callsite,args[vinl;vin2;vout;m;n;k2;alpha;beta]
CALL sgemm 90(n,n,n,alpha,vinl,vin2,beta, vout)

!SHMPP sgemm codelet, target=CUDA,

args[vout] .io=inout

SUBROUTINE sgemm 90 (m,n,k2,alpha,vinl,vin2,beta, vout)
IMPLICIT NONE

Declare all variables

! SHMPPCG parallel

DO j=1,n
! SHMPPCG parallel
DO i=1,n
prod = 0.0
DO k=1,n
prod = prod + vinl(i,k) * wvin2(k, j)
ENDDO
vout(i,j) = alpha * prod + beta * wvout(i,j) -
END DO
END DO

END SUBROUTINE sgemm 90

B, Il
17 ©Bull, 2010 Bull confidential and proprietary BUL



18

GPU accelerators current applications

2 x CPUs 2 x GPUs

Successfully Accelerated
Applications have:

F small kernels

F moderate size datasets, or

good data locality

F moderate communications

©Bull, 2010

GPU / CPU ratio
GFlops (DP) 7
Memory BW 4.5
consumption 2
Memory Size 1/8

Genomics

rrrrrrrr

... more ...

Bull confidential and proprietary

Graphics rendering

Seismic modeling and imaging
Molecular Dynamics, Astrophysics
Financial simulations

Structure Analysis, Electromagnetism

Weather/Climate/Oceanography

Bult
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Green Power

Trends:

B HPC Systems are getting ever more powerful
¥ HPC Systems are consuming more and more
¥ Energy price is raising fast

L Use more efficient components

L Avoid wasting energy

L Better system integration

L Better PUE

L Improve Total Cost of Ownership (TCO)

()
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>< Cooling & Power Usage Effectiveness (PUE)

Air-cooled Water-cooled doors Direct-Liquid-cooling
10(-20) kW/rack 40 kWI/rack 70 kW/rack
Room 20°C Room 20°C 27°C Room 27°C
A/C water 7-12°C Water 7-12°C 14-19°C Water ambient 0
PUE 1.8-1.9 PUE 1.6-1.7 1.415
8
L ) p— 8
8
AICH < |
E 8
8
— | - S 8
:ﬁ

()
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Total Cost of Ownership (TCO)

breakeven

Y

Are you ready to invest to improve
the TCO of your HPC system?

B, Il
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conclusion

L HPC applications requirements keep increasing

L ... from Petascale to Exascale during 2010-2020

L Large nodes are an important piece in your workflow
L Today’s GPU accelerators are a stepping stone

L [rlevolution of GPUs / convergence with CPUs

L Greener systems for greener world

L Chattenging Exciting times ahead of us

Questions ?

(N
23 ©Bull, 2010 Bull confidential and proprietary BUE



bullx

instruments for innovation
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