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BMA INTRO

• BMA is a statistical method for postprocessing ensembles based on 

standard method for combining predictive distributions from different 

sources. 

• The BMA predictive PDF of any quantity of interest is a weighted

average of PDFs centered on the individual bias-corrected 

forecasts, where the weights are equal to posterior probabilities of 

the models generating the forecasts and reflect the models’ relative 

contributions to predictive skill over the training period. 

Raftery et al, 2005 
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BMA 
FUNDAMENTALS

is the forecast PDF based on         alone.

is the posterior probability of           being 
correct given the training data => Reflects how          
well             fits the training data.
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BMA 
FUNDAMENTALS

• If  the conditional PDF of the                         can be  approximated to a 
normal distribution centred at a linear function of the forecast

• We need to estimate  

=> Estimate by means simple linear regression of
on          for the training data =>                simple BIAS 
correction. (Glahn and Lowry 1972; Carter et al. 1989).
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=> Estimate by maximum likelihood (Fisher,1922) of 
the training data.

• Assuming independence of forecast errors in space and time, the log-
likelihood function is 

where the summation is over s and t. 
• Maximization of log-likelihood function by means expectation-

maximization (EM) algorithm. (Dempster et al. 1977; McLachlan and 
Krishnan1997).

• The          estimate is refined to optimize the continuous ranked 
probability score (CRPS), searching numerically over a range of values 
of centered at the maximum likelihood estimate. 
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BMA 
FUNDAMENTALS

F2F1 F4F5F3

BMA predictive PDF
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• The BMA predictive variance can be written as  (Raftery,1993)

• Predictive Variance = 
Between-Forecast Variance + Within-Forecast Variance 

Between-Forecast Variance is the ensemble spread

measures the expected uncertainty conditional on one    
of forecast being the “best” locally in time=> adds more 
spread if the ensemble is underdispersive.      

BMA 
FUNDAMENTALS
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SREPS DESCRIPTION

• SREPS is multi-model multi-initial conditions with 72 hours forecast 
integrations twice a day (00 & 12 UTC).

• 5 models x 4 boundary conditions => 20 member ensemble every 12 hours

• The models outputs are codified  in GRIB 

• Full description of the system can viewed in Poster Session (García-Moya et 
al.) and verification results in Carlos Santos presentation.
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BMA EXPERIMENTS

• BMA calibration:

500 hPa Temperature (T500)
500 hPa Geopotencial (Z500) 
10m Wind speed (S10m)

- 3, 5 and 10 days of training period
- 3 months of calibration (April, May and June of 2006) for Z500 and 
T500 and 1 month for S10m (April 2006)

- 24, 48 and 72 hours forecast for Z500 and T500 and 
24 and 72 hours forecast for S10m

• BMA calibration using TEMP and SYNOP observations over whole 
area
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RESULTS

MULTIMODEL

BMA 3 T. DAYS

BMA 5 T. DAYS

BMA 10 T. DAYS
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WEIGHTS TIME SERIES
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• As Gneiting and Raftery have published in Science (2005): “We 
anticipate notable improvements in probabilistic forecast skill 
through the continued development of multimodel, multi–initial 
condition ensemble systems and advanced, grid-based statistical 
postprocessing techniques. “

• Better calibrated ensemble has been obtained after BMA for Z500 
and T500. First calibration results exhibit a great improvement in 
spread-skill calibration as well as better rank histograms.

• The preliminary calibrated ensemble for S10m shows a good 
spread-skill relationship, reduction of outliers in rank histograms, 
better reliability diagrams and brier skill scores than multimodel.   

• Testing longer training periods seems to be necessary. However, if 
there is not a clear improvement in verification scores by using
these longer training periods, then the shortest training period
seems to be suitable for calibration of short range forecasts. 

CONCLUSIONS
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• BMA calibration of surface parameters with quasi-normal conditional 
PDFs: T2m, Pmsl and S10m.

• Research on optimum length of the training periods for surface 
parameters.

• BMA calibration of accumulated precipitation using the cube root of 
precipitation amount and the conditional PDF (Slaughter, JM et al.,2006): 
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BMA LINKS

• http://www.stat.washington.edu/raftery/
• http://bma.apl.washington.edu/
• http://www.r-project.org/
• http://www.research.att.com/~volinsky/bm

a.html
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VARIANCE TIME SERIES
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BMA 
IMPLEMENTATION

• TRAINING DATA GENERATION 
- 1st training day

DATA 
EXISTS

grb2grid_BMA.x 

GRIB
VERIFIYING
ANALYSIS

20 GRIB 

OUTPUTS

YES ASCII 
FORECAST

NO

NA ASCII 
FORECAST

grb2grid_BMA.x  

ASCII 
VERIFYING
ANALYSIS  
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BMA 
IMPLEMENTATION

• TRAINING DATA GENERATION 
- Nth training day

DATA 
EXISTS

grb2grid_BMA.x 

20 GRIB 

OUTPUTS

YES
APPEND TO 

n-1 ASCII 
FORECASTS

NO

APPEND NA 
TO n -1 ASCII 

FORECAST

GRIB
VERIFIYING
ANALYSIS

APPEND TO 
n-1 ASCII 

VERIFYING
ANALYSIS  

grb2grid_BMA.x 
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BMA 
IMPLEMENTATION

• Ensemble BMA over R 

n ASCII 
FORECASTS

ASCII FC ≠ NA  
AT LEAST ONE DAY DURING

TRAINNG PERIOD  

i MEMBER 

FC EXISTS FOR 
CALIBRATING DAY

NO
i MEMBER 
OUT OF 

BMA 
CALIBRATION

NOYES

YES
i MEMBER 
IN OF BMA 

CALIBRATION
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BMA 
IMPLEMENTATION

• The BMA has been implemented over                 
(www.r-project.org ; Richard et al.1998)  and the ensembleBMA package 
(http://cran.r-project.org/src/contrib/Descriptions/ensembleBMA.html, 
Raftery et.al. 2005)

• Our SREPS is multi-model multi-initial conditions with 72 hours forecast 
integrations twice a day (00 & 12 UTC).

• 5 models x4 boundary conditions =>20 member ensemble every 24 hours
• The models outputs are codified  in GRIB 


