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Data Systems

— Massive increase in the type and volume of data

* Observations
— Global: Satellite, RAOBS,
— National: Radar, Aircraft, Ship, Buoy, Surface, Precipitation,
— Regional: Profiler, observers
— Local: Transportation, Utilities
* Modeling Systems
— Global
— Regiond
— Loca
e Archival
— NESDIS Data Centers
— Local DataArchive




Data Systems

— Dissemination to:
e NOAA
« Government Agencies
e Commercial & Universities
» Genera Public

— By 2004, NOAA will ingest and process more new data
In one year than was contained in the total digital
archive in 1998




-NWS National Centers
-OAR

-NESDIS

-NOS, Fisheries




Data Distribution via
(NOAAPORT)

* Benefits

e Broadband distribution of data

o Cost effective -
e Limitations

o Scalability

* Forecasters need more data
e | ed to Increased use of the Internet
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NOAA’sSIT Infrastructure

e Built up over time to support programs and
regquirements

 Independent systems
— Inefficient
— Costly

 cannot not sustain future growth without
Incurring huge costs



An IT Infrastructure for the next
decade and beyond

e “End goal - A Fully wired, networked and
Integrated system that provides for data
processing, distribution, & archiving”

- C. Lautenbacher, NOAA Administrator



Tier Three: Geostationary .
Operational Environmental ~

Satellites (GOES)

Tier Two: Polar
Operational Environmental
Satellites (POES)

Tier One (proposed):
Air Platforms

U7 Zero: .,

Argos
onejexa

* Western Hemisphere
and Pacific covered
continuously with
2 satellites

* Globe covered
every 6 hours
with 2 satellites

* Globe sampled
every 72 hours
with 10 vehicles
(proposed)
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Gridsat NOAA: A Vision

o 21% Century IT Infrastructure for NOAA
— scalable, adaptable, efficient, secure

« NOAA Isaready moving toward building a
more cost effective I'T Infrastructure
— Address the Network

— Distributed remote data access
« NOMADS, CLASS

— Distributed computing environment



National Lambda Rall

meeemm NLR owned fiber

H B ®E® Managed waves D PoP for primary connection point by a member (“MetaPoP”)
<> PoP needed because of signal regeneration requirements

® NLR WaveNet, FrameNet & PacketNet PoP but can also be used for secondary connection by a member

O NLR WaveNet & FrameNet PoP PoP established by NLR for members regional needs

) NLR WaveNet PoP PoP established at exchange points



Data Grids

Continue to utilize NOAAPORT for general
distribution but increase internet use

Use grid mechanisms to provide and control

access to data

— If users can't locate, access or utilize datait’svalueis
diminished

Build demand-based data delivery systems

Exploit grid mechanisms to discover, access,
transfer, and utilize data



Compute Grids

* View independent resources as a collective
NOAA resource

* Meta-scheduling across NOAA HPC
systems

e Create gridsto serve virtual communities



Possible NOAA Grids

(servi ng Virtual Organizations)

-

Data Grids

~

-

Compute Grids \




Moving from Vision to
Reality

e Current Grid Projects
— Data on demand
« NOMADS& FSL

— Building aNOAA Meta-schedul er
« GFDL, PMEL, FSL

— Web-based grid-enabled portal
e FSL, NSF



HPCS
M eta-Schedul er

» Operational
* Backup
* Development




Portal
Development

| » user interface des gn
- templates

task configuration |
i task dependencies|
"1 | «local authentication |

e local data access

* no grid

Modeling
Systems

» Port Models
- pre, post
» Generalize Scri pts
» Source Control
» Performance
e Correctness




Portal
Development

* authentication
- local, grid
* data access
- local, remote
» data discovery
* task management
* Web services

Modeling
Systems

» Performance

» Correctness

» Updates

» Meta-scheduling
» Other models




