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[ Nitta, 1987 ]
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Cloud SystemCloud System

Cold RainWarm Rain
O(100)m � O(1)km O(100)m � O(1)km



Grid SystemGrid System

YinYin--Yang Grid SystemYang Grid System

New Reduced Grid SystemNew Reduced Grid System

• Orthogonal coordinates.
�same as the lat-lon geometry�

• No polar singularity.
• Relax of CFL condition.
• The same grid structure of N and E component.
• Easy to nest.
• High parallelization.
• But need to take care of conservation law.



Continuity equation

Momentum equation



Pressure equation

Equation of state



Mass conserving numerical schemeMass conserving numerical scheme

For flux FEF on a circular arc EFshown as red circle is computed by 
the budget of fluxes fN by on grid ABCD of N system and flux fE
estimated on a circular arc GHI of E system.

Computation all of 
fluxes 
on computational grids

Correction for 
conserving



Using this conservative scheme, we have evaluated that
time evolution of relative error of the mass has changed
within the limit of rounding error.



Test Case 1 : Advection of Cosine Bell over the PoleTest Case 1 : Advection of Cosine Bell over the Pole

The 2nd-order accuracy is maintained 
for any horizontal resolution.

Well mass conserved results

Numerical sensitivity experiments to shallow water equationsNumerical sensitivity experiments to shallow water equations



Test Case 2 : Global Steady State Test Case 2 : Global Steady State 
Nonlinear Zonal Geostropic FNonlinear Zonal Geostropic Flowlow

The solid body rotation field is maintained. The 2nd-orderaccuracy is maintained.



Test Case 5 : Zonal Flow over an Isolated MountainTest Case 5 : Zonal Flow over an Isolated Mountain

Field at (a) day 0, (b) day 5, (c) day10, and (d) day 15. 

Simulation Results Results with spectral scheme

R. Jakob, J. J. Hack and 
D. L. Williamson, 
Solutions to the Shallow 
Water Test Set Using 
the Spectral Transform 
Method., 
NCAR/TN-388+STR, 1993



Test Case 6 : RossbyTest Case 6 : Rossby--Haurwitz WaveHaurwitz Wave
Simulation Results Results with spectral scheme

R. Jakob, J. J. Hack and 
D. L. Williamson, 
Solutions to the Shallow 
Water Test Set Using 
the Spectral Transform 
Method., 
NCAR/TN-388+STR, 1993

Rossby-Haurwitz wave
shape has been propagated
from the west to the east
without change from
initial field after 14 days
integration.



Mountain waves experimentsMountain waves experiments
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The �-z cross section of vertical wind speed 
w (m s-1 ) along the equator after 12, 24hours.

Temperature (K) at 0km (bottom) levels 
after 12, 24hours. 



The �-z cross section of vertical wind speed 
w (m s-1 ) along the equator after 36, 48 hours.

Temperature (K) at 0km (bottom) levels 
After 36, 48 hours. 



Held and Suarez experiment Held and Suarez experiment 
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The zonal mean temperature T [K]  (a) Held and Suarez, (b) Results using Yin-Yang grid. 

The zonal mean zonal wind U [m sec-1] (a) Held and Suarez, (b) Results on Yin-Yang grid. 

In order to verify long-term statistical properties of a fully developed general circulation,
a benchmark calculation proposed by Held and Suarez(1994) were performed. 



Vertical differencing of primitive equationsVertical differencing of primitive equations

24 cases, which are whole combinatorial 
cases of Lorenz types and Charney-
Phillips types vertical staggering, were 
examined to identify those features. 
Charney-Phillips type distribution, case B2 
in Figure 6, shows best, though it is 
required to dissipate 2 grid oscillations.

All cases of vertical staggering



CIPCIP--CSLRCSLR

• Conservative semi-Lagrangian scheme with rational function (Xiao et al. 2002) based CIP 
(Cubic-interpolated pseudopartcle, Yabe et al. 1991)

• Predict both the cell-integration and interface, like CIP for basic variable and its spatial 
gradient, which make it more accurate but increase little computation.

• Be conservative, oscillation-free, positive and no additional limiter needed.

• A high-accuracy scheme over merely one cell.
Results CFL=3

about 80km for horizontal

about 200km for horizontal



Implementation of NonImplementation of Non--hydrostatic AGCMhydrostatic AGCM

Preliminary Validation Condition Preliminary Validation Condition 



10�200m, 200Layers

1.2 km, 100Layers

100�500m, 200Layers

2.6 km, 100Layers

Urban weatherUrban weather

Local eventsLocal events

Days Days �� WeeksWeeks

Seasonal Seasonal ����
nnualnnual

Nested SystemNested System



Preliminary Validation ResultsPreliminary Validation Results

4.8 km, 32 Layers

2.4 km, 32Layers
500m, 32Layers

11 km, 32Layers

�Tracked along Japan
�Heavy local rain in Kinki, 

Tokai, and Hokkaido regions

Typhoon during 7-11th August  2003

5.5 km, 32Layers

Global�non-Hydrostatic, Cloud micro-physics

Precip., SLP WSP
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Tracking of the Typhoon

ObservationObservation
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Tracking of Tyhoon: 7-10th August 2003

ObservationObservation Simulation resultsSimulation results



Communication cost imbalance on boundary regionsCommunication cost imbalance on boundary regions

Perimeter of each colored region is corresponding 
to a mount of communication between processes. 

2.�direction

2.�direction

3. Z direction

1. two lat-lon grids

2.�direction

2.�direction

3. Z direction

1. two lat-lon grids

2 Dimensional Decomposition:
-Communication cost can be   
reduced. 

-Computational cost imbalance  
between A  and B regions can be   
avoided. 

-For inter-node parallel processing, 
MPI library.

-Microtasking architecture was 
used for intra-node parallel  
processing.



Current status of performance.

Cost Performance of Dynamical CoreCost Performance of Dynamical Core
on the Earth Simulator.on the Earth Simulator.

Performance statistics
on the Earth Simulator.

-Comparing the statistics between of AFES   
and our code with 10 km resolution for  
horizontal, our code is 10 times faster as
CPU time Computational performance 
without CIP-CSLR

-2.6 km horizontal resolution has attained to 
about 60% of the theoretical peak 
performance 32.8 Tflops of 4096 processors 
(512 nodes).
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Near Future WorkNear Future Work

- Much more validation experiments for each of Atmosphere  
and Ocean components.

- Cost tuning with CIP-CSLR

- Experiments by using regional coupled simulation code 
with ultra high resolution.

- Preliminary experiments with non-hydrostatic coupled code   
have stated in autumn of 2004.

Just now kick off status to reproduce/predict non-hydrostatic phenomena 
such as typhoon, heavy rain in Baiu season, tornado and so on.


