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Summary: I present here, the new operational databases of Météo-France. It has been implemented
using Oracle RDBMS and an adaptation of the NEONS software.

1 CHOICE OF ORACLE AND NEONS

At the end of 1992 Météo-France took the decision to port its operational system from Control Data /
NOS to UNIX. We also took the decision to use RDBMS to manage the data. In May 93, we took the
decision to use NEONS and Oracle. In July the port of the original version of NEONS from Empress to
Oracle was made. In August we began to adapt NEONS to our needs, that means to the needs of an
operational system. In February 94, the LLT datatype was fully operational. This datatype has never been
modified since this date. |
In April 95 our new operational system Diapason was operational with a complete new version of
NEONS including :

» Grib, lltbufr, forecast, flag datatypes

» A set of programs to m&nage primary tables

» An archive on optical jukebox

» A set of tools to replicate data between the different machines, to backup the data, to rebuild the

database, ...
© The choice of NEONS has been made because:

» We thought that we will be able to go faster.

» ]t is a good solution to manage a big volume of data.

» And it allows a transparent access to the archive.

© We chose to use a RDBMS because:

» RDBMS are, now, very efficient, and available on many platforms.

» SQL is a standard and enables very sophisticated requests.

» RDBMS include mechanisms to manage integrity and security of the data.

» They are, now, able to manage all kind of data (Blob).

It is important to note that the port of NEONS from Empress to Oracle was completed in 3 weeks,

and 6 months later the LLT datatype (observational reports) was operational.

2 METEO-FRANCE OPERATIONAL DATABASES

There are two operational machines, and on each of them there is one database. At each time, the status of
one is operational and the status of the other is backup. At each moment we can switch the status of the
two machines. Each database has the same NEONS structure which includes 5 datatypes and for each of

them the three realms associative, descriptive and primary. The available datatypes are:
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2+ Point forecasts (surface and upper air) produced by models or forecasters.
»+ Quality/Control flags put on the observations by models or forecasters.

»» Observations (30 different sequence types have been defined)

»» Numerical Models Outputs.

2+ Image (will be made in the near future).

A data model is also available to manage all the world stations. This model has been designed according
to the Volume A of the WMO.

The volume of one operational database is 45Gb. A third database, the archive database has the same
design and Oracle manages a volume of 200Gb of optical disks. A transparent access to the archive is
possible due to the conceptual data model of NEONS. For each of these databases :

»» A management of confidentiality is available according to the product, the producer and the
hour of the production.

»+ There is a management of availability of "resources” for the monitor.

®» The storage of data is made in meteorological format (Grib, Bufr), or according to the standard
relational model (forecasts, Q/C flags), or in mixing the two methods (observations).

»» For each datatype there is only one routine to access to the data independently of the structure
of the primary table. These C routines have been wrote using dynamic SQL of Oracle, so they
allow the user to write true SQL (*‘from’’, “‘where‘‘ and ’order by** clauses).

© A set of tools has been developed:

®» To ingest data in real time. A file format has been defined between the preprocessing and the
routines which insert data, so it is very easy to adapt this version of NEONS to any
preprocessing.

»» To manage all the primary tables.

»» To supervise database and all the process.

2+ To archive data and to be sure that the different associative tables are consistent with the
archive dataset.

2+ To backup, and restore the descriptive and associative tables.

»» To create a new database.

» To replicate data between a lot of databases. That especially concerns the descriptive tables and
the associative tables for archive datasets.

» And Forms4 interfaces have been developed to manage the different data models. They allow,

also, to display the contents of primary tables including the Bufr contents.

It is important to remark that the system is fully AUTOMATIC and RELIABLE. The Oracle
processes and the processes which ingest data, drop, create tables, archive data, .. are able to run

during many months without requiring any human intervention.
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3 HOW THE OPERATIONAL DATABASES ARE ACCESSED

This graphic presents the different ways which are possible to access to the data. We can made a
separation between the direct access, in white, and the indirect access in grey. In the ‘‘direct access’’ part
we find mainly all the operational tasks:
»» Operational tasks which ingest data arriving from the models or from the GTS or from other
operational tasks. These tasks run on the two machines.
» Operational tasks which read data to make other elaborated products. They run on the machine
which has the status ‘‘operational’’.
In the ‘‘indirect access’’ part we find the users and customers of Météo-France. The users or customers
can access to the data using IAA (Random Access Interface) or SQLNET if they are developing future
operational tasks. You will note that this ‘‘indirect access’’ access to the data which are on the ‘‘backup’’

machine and that internal users can use Metview to display all the meteorological data.
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4 METEO-FRANCE VERSION OF NEONS : EXAMPLE; THE LLT DATATYPE

4.1 Description
Here you can see the information model for the lltbufr datatype. It is used to manage the observational

reports. I present it as an example of our 5 datatypes. The name is lttbufr because in the column bitstream

of the primary table, we find true Bufr.

With this model we manage more than 30 different sequence types. For each of these sequence types,
there is one record in the table ltbufr_seq. In this record you find information :

=+ On the place where the table must be created : attributes ts_data and ts_index.

lIt_neon_bufr
BOM_LLTBUFR;19
IIit_neon_bufr
(23) Ibutr_tol::=
@1hi_name “sont stackes dans*M (Sg) Ihhulfk_’qnv_lnfo::
{22) as_litbufr::= +@258q K parm_|
@litbufr_id + status_type + @qitv_id
+8eq_type — - + qitv_dsc
+ vrsn_name + bstr_fmt
: g)s]f:‘-;:’;"e 'e|s( 8?;:?119 stocke*!
db_name alata vez
+ab 24) Itbufr_seq::=
+min_lat fcontient le @seq id
+min_lon Hataset'M L+ @2 seq_type
st okl
| at:
+min_dat  Size-inda_per_day (29)lhbutr_parm::= 17)tabte_d
+max_dat *raference’ |+ dset_per_day @ parm_id (17)table_
+min_val M [ 1s data ~ Y] + @dasc_{
+max_val I+ ts_index +X + @desc_x
+rac_cnt It vaiid +y + @desc_y
+ stamp_time . mq_doubion . scontient* | +parm_name +
+ stor_per |+ primary_tbl_suffix M +scl_fctr :;
+fate - +
+ date_debut O ee +bit_cnt tordre
+date_fin I+ ratention +unfi_name +bstr_|
+ status_type + remark + description
+ arch_vol_name L+ cre_index + bstr_fmt
+arch_id -
+ hstr_fmt
+ remark N #
{48) ihbutr_ind::= (28)itbufr_seq_col::=
permet de @seq t @300_type table_a
tiecoder'M & Q?ﬁf!'[‘:d + ggg{—"‘“{’e
+ind_id : Qdai:—lmna':( Gcode
*contient les datasel'M *a pour +size_ind +ordre +desc_code
index* M +ths_nama + length +bstr_frmt
+ scale
+ in_primary
R25
*le dataset est contenu dans*® 'esi‘ 1c:ode
ar >
(1) It_buf_primar;:: 26) bt
26) litbufr_bstr_fmt::=
© bufr_ld e o estM | (48) IRbutr_ind_cal :=
+ @latitude @bstr_fmt des colonnes'M —ind_col ==
+ @longitude . + unpack_program
* ggaﬂ‘ﬂ:ufr . + urmom:ress _program f f,?g—g, name
+ _val +table_ ire i
+ @amendment +table_B + ordre_ind
+ date_insert +table_C
air +table_D
+ entete
+ identlficat N
+ last_arrlved
+Cl
+..
+C20 (27) hbufs_arch::=
+ bitstream
@arch_k
+arch_prog_name
+ dev_name
+1lbs
+obs
+ skip

1
® On the size of the primary table for this sequence type : attributes size_data_per_day and

size_index_per_day. The place for the table and index is reserved when the table is created.
» On the number of datasets we must create for this sequence type (atiribute dsei_per_day)

»+ On the fate of the dataset, for example delete of archive (attribute destinee)
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»» [f the sequence_type is valid or not (attribute valid)

» If we must create other index than the primary key (attribute cre_index)

»+ If the bitstream of the primary table can be null or not ( attribute null).
One other thing to be noted is that in the primary table you can find up to twenty five ‘‘denormalized’’
columns. A denormalized column is a column which will contain anything you want. In most of case, it is
a parameter of the message which is in direct access. For each sequence type we can have up to 25
parameters in direct access, those being different for each sequence type. For this reason we have also a
table 1ltbufr_seq_col which describes for each sequence type the set of denormalized columns. Because
bitstream can be null, we can have primary tables without bitstream and with only denormalized columns.
You can also notice in the associative table the attributes db_name, fate and status_type. They are used
to manage the dataset and to distribute the data between different databases.
4.2 Performance
Using our C routines to extract data we obtain the following results:

» Read the Bufr of 29186 Synop (one day) : 29s.

» Read the Bufr of 3500 Synop (one hour) : 5s.

»+ Read 10 denormalized columns of 3500 Synop : 4s.

» Read 10 denormalized columns of 29186 Synop :17s.

5 THE ARCHIVE DATABASE

We have seen that the associative tables as_lltbufr, as_flag and as_previ have a set of attributes to

manage archive.

db_name The name of an oracle database link to another database (here only one database: the
archive).
fate The fate of an operational dataset: when the storage period is finished if fate="delete’

dataset is destroyed, if fate="archive’ dataset is inserted in the archive database.
status_type  Give the status of the dataset . It can take different values:

O ’load’ : the dataset is operational, available to load data

3 ’delete’ : the dataset must be destroyed

(O ’load_histo’ : it is an archive dataset which is available to load (oracle tablespace not
full),

(3 ’optical’ : it is an archive dataset which is no more available to load data. It is on
optical jukebox.

We have the possibility to distribute data between different databases using the column db_name. (If you
want to be able to access data from any database, all databases must have the same associative table). One
of the parameters of the read routine allows user to choose between an access to the data of the local
database on which he is connecting, or an access to all the data of all the databases which have been

declared. This system allows access at the same time to different datasets anywhere they are.
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6 CONCLUSION

Now we have an operational database build from NEONS-Oracle which runs without problem since many
months (45Gb + 200Gb for archive). The LLT datatype includes more than 30 meteorological sequence
types and to add a new one, it takes only a few minutes: We just have to insert one record in one table. We
have two new datatypes (forecast and flag). For each of these datatypes we manage ‘‘denormalized‘
columns. For example, for LLT, each sequence type has its own set of denormalized columns. But for
each datatype there is still, only one routine to insert or read the data. This routine allows user to write true
SQL to access to the data which can be distributed between as many databases as we want.

We have chosen Oracle. There is no more doubt about the reliability and the efficiency of this
RDBMS, and we think that this choice has permitted to save time, not only during the development
rumn, but also during the cperatienal run because management is easier. Lastly we think that the use

of RDBMS allows to follow the evolution of the technology.
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