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1. INTRODUCTION

On 27 March 1985, the National Meteorological Center (NMC) implemented the
new Regional Analysis and Forecasting System (RAFS). The purpose of the
RAFS is to provide improved short-term numerical guidance. The principal
emphasis is on improved prediction of quantitative precipitation and of

significant weather events.

The RAFS is comprised of a hemispheric analysis which utilizes the method
of optimum interpolation (0I). The analysis is followed by a non—-linear
normal mode initialization (Baer and Tribbia, 1977). The initialization

is performed with a special hemispheric version of NMC's operational spec—
tral forecast model (Sela, 1980) run with 80 wave resolution and 16 layers.
The initialization is followed by a 48-hour prediction with the Nested Grid
Model (NGM, Phillips, 1979 and Hoke, 1984). The NGM utilizes three nested
grids. The outermost grid covers the hemisphere with a resolution of 366
km and the innermost grid covers North America with a resolution of 91.5

km (at 60N).

This paper will describe the Regional Optimum Inte;polation (ROI) analysis
component of the RAFS. The following section will describe the general
characteristics of the ROI. Section 3 will discuss details of the prepara-
tion of the data and first guess, Section 4 will discuss quality control
procedures, Section 5 will discuss details of the analysis, Section 6 will
describe the performance of the analysis, and Section 7 will be a summary.
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2. CHARACTERISTICS OF THE ROI

During the planning stages for the ROIL, four modest goals were established
for the new analysis: 1) improved resolution, especially in the vertical,
2) improved treatment of terrain, 3) improved mass—-motion balance, and 4)

improved utilization of the observed data. Improvement was measured rela-
tive to NMC's operational practices and performance at the time, and espe—

cially to the Limited-area Fine Mesh (LFM) system.

The horizontal analysis grid has dimensions of 180 by 60, with a resolution
of approximately 2 degrees of longitude and 1.5 degrees éf latitude, cover-
ing the Northern Hemisphere. Figure la depicts a portion of this grid over
the central United States. Also shown for comparison are the LFM grid,
Figure 1b, and the NGM C-grid, Figure lc. Clearly, the resolution in the
ROI analysis is comparable to the LFM. There still remains a congiderable
discrepancy between the resolution of the analysis and the innermost C-grid
of the NGM. It is felt that any further increase in resolution would

not be justified for two reasons. First, there is insufficient data to
justify a resolution less than 150 km with an average spacing of radio-
sondes over North America at about 300 km. Second, the spectral resolution
of 80 waves (rhomboidal trunction) in the initialization represents an
upper limit on information transfer between the analysis and the model.

It is felt that we are already at this upper limit.

The vertical coordinate of the RAFS is sigma, which is pressure normalized
by the surface pressure at terrain level. This structure is depicted in
Figure 2., There are 16 sigma layer mid-points carried in each component of
the RAFS. By comparison, there are only 7 levels in the LFM forecast

model and only 12 in the spectral model. The LFM analysis is performed on

10 mandatory pressure surfaces. The OI analysis for the global operational
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Figure 1. Portions of the ROI analysis grid (A), the LFM grid (B) and
the NGM C-grid (C).
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Figure 2. Vertical structure of the NMC prediction models: left, Global

Spectral (GSM); middle, LFM; right, Nested-Grid Model.

lines refer to interfaces of the sigma layers which are numbered

Solid

in parantheses and whose pressure depths are indicated in mb.
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run and the OI analysis for the Global Data Assimilation System (GDAS) are
both performed on 12 mandatory pressure surfaces. The ROI is performed at
16 levels in sigma. Clearly, the advantage lies with RAFS, especially in

the troposphere where there are 12 levels below 250 mb.

The choice of sigma as the vertical coordinate in the analysis was deter-
mined by goal 2 from above and the distribution of levels in the NGM. The
incorporation of terrain and boundary layer effects is more straightforward
when dealing with a terrain-following coordinate. One could perform the
analysis on pressure surfaces, as is done in other analyses at NMC, and
transform into the sigma coordinate of the model via interpolation after
the fact. However, this would result in considerable vertical smoothing
unless there was sufficient resolution in the pressure profile to match the
resolution in the desired sigma profile. To minimize this smoothing,
analyses would need to be performed at roughly 50 mb intervals. Even at
this resolution, there would still be some loss of detail in going from
pressure to sigma because of the variations in the mid-point pressures due
to sloping terrain. In addition, more analysis levels would be required at
a 50 mb resolution than with sigma. Thus, for reasons of simplicity,

efficiency and accuracy, the sigma coordinate was chosen for the analysis.

The LFM analysis, based on the method of successive corrections (Cressman,
1959) in two dimensions, contains only a loose coupling between the mass
and wind fields. At times, ageostrophic features of an unrealistic nature
can result, especially at and above the level of the jet stream. As re-
cently reported by Dey and Morone (1985), the use of a strict multivariate
OI analysis scheme based on geostrophically related forecast error correla-
tions can produce analyses which are quite balanced and which require

only modest changes by a non-linear normal mode initialization. This
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procedure (hereafter denoted as GOI for Global OI) is now used in NMC's
global analyses for the operational run and the GDAS. The ROI, having been

developed more or less concurrently with the GOI, has adopted this approach.

There are two other advantages to the 0OI., First, the OI is three-
dimensional. This insures that analyses will be more vertically consistent.
This also facilitates the use of single level data, allowing their influ-
ence to be distributed vertically. Second, the OI provides a framework
within which data of varying type and quality can be accommodated. This

is important because of the hemispheric nature of the ROI domain.

The mathematical formulation of the ROI analysis is identical to that pre-
sented for the GOI; Dey and Morone (1985), Section 2c, Appendix A and
Appendix B. However, in order to facilitate discussion of major differ-
ences in the application of OI between the two, a condensed description of

this formulation will be given here.

The general form of the analysis equation can be written:

a g N c
gp = Agp t leiBi, (2.1)
i=

A

where A is either h (geopotential), u (zonal wind), v (meridional wind),
or q (specific humidity). Subscripts 'gp' denote a value at an analysis
grid point, and 'i' at observation locations. Superscripts 'a' denote the
analysis value, 'g' the first guess value, and 'c' an observed correction
value. The B's represent the difference between an observed value and

the first guess value and are the observed corrections. The W's are the
computed weights given to each observed correction. The summation is over
N observations suitably selected from a three-dimensional volume surround-

ing the grid point. In this way, the analyzed value is the simple sum of
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the first guess and a linear combination of observed corrections to the

first guess.

The analysis of h, u and v is multivariate, such that the weighted sum will
involve some combination of h, u and v corrections. The same combination
will be used for each analysis variable at a given point, which is required
for balanced analyses. The limiting value of N for upper levels of the ROI
analysis is 30. Up to 36 values can be selected at the first analysis
level and up to 33 at the second. This allows for the increased density of

surface observations.

It should be noted that the ROI specifies the vertical location of the
analysis points in terms of pressure in the same way as the GOI. These
values are simply computed at each point from the value of sigma and the
first—-guess surface pressure. While the analysis pressures on a given
level are fixed at the mandatory surfaces in the GOI, they vary from point
to point in the ROI. As is discussed in Section 5, this impacts only the
selection algorithm of the analysis, and not the mechanical application of

OI.

The moisture variable analyzed in the RAFS is specific humidity as opposed
to relative humidity in the GOI. The analysis is still univariate, but a
limiting value of 10 is used for N. Analyses are generated at the first 12
sigma level mid-points of Figure 2, compared to 6 levels (1000-300 mb) in
the GOI. The doubling of the vertical resolution for moisture has been

made possible by the use of significant level data (see section 4).

The calculation of the weights, Wi in Equation (2.1), involves the solution

of a system of N simultaneous linear equations derived by minimizing an
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expression for the mean—square error of the analysis. This system, or

matrix, can be written in normalized form as:

N te tc oe oe tc te
) g B, + vp, B, G155} wy = A ,
j=1 173 i3 1 gp
(2.2)
i=1, N,
where
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The first correlation on the left-~hand side of (2.2) involves the correla-
tion of the 'true' first-guess correction between observation i1 and obser—
vation j (2.3a). .The second involves the correlation of observation errors
at 1 and j and is multiplied by factors (2.3b) relating the observational
error standard deviation to the '"true' correction standard deviation. The
correlation on the right-hand side involves the correlation of the 'true'
correction for observation i and the analysis variable at the grid point.
The relationship between the normalized weights, w, and the un-normalized

weights, W, 1s given by (2.3c).

In the ROI, as in the GOI, the autocorrelation between 'true' first—guess

corrections of geopotential is modeled. It may be written as:

Ph,h, = Mo h, Vh,h,= hihy / oy o (2.4)
1] i 1] i3
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where 0 is the standard deviation of the first-guess height corrections,

2
Mh,h, = exp(-kpSij), (2.5)
1]

is the horizontal factor of the three—dimensional correlation, and

A% = l 1 (2.6)
] 2¢p, /p.,
1+ kpln (Pl/PJ)

is the vertical factor. Here, P is pressure and Sij is the separation
distance between points i and j. The distance approximations for S can be
found in Dey and Morone (1985) (Equatién 2.10a for the points equatorward
70N and Equation 2.10b for points poleward of 70N). The constants kp and
kp control the rate at which the correlation decreases with horizontal

and vertical distance, respectively.

All correlations which involve geopotential and wind or wind and winds are
now calculated from (2.5) and (2.6) assuming a geostrophic coupling between
the h, u and v correlations. These expressions are given in Appendix A and
B of Dey and Morone (1985). This does not mean that the analyses are
geostrophic. Only the corrections to the first guess are constrained to

be geostrophic and only outside of the tropics.

The remaining parameters needed to solve (2.2) are the standard deviation
of the first-guess corrections, the standard deviation of observational
errors and the correlation of observational errors. Their treatment
follows that of the GOI. Where there are differences, they will be noted
in Section 5. The system (2.2) is solved at each point for each analysis
variable by an iterative technique based on the method of conjugate gradi-

ents (Beckman, 1960).

The next three sections will describe the ROI procedures in some detail.

To facilitate the discussion, the steps involved in the ROI are depicted
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schematically in Figure 3.

Observations —->PREPRO - preprocess data for ROI

(NAS 9040)
(CYBER 205)

GDAS 6 hr forecast &
GDAS analysis errors—>GESPRP

preprocesses first guess for ROI

FGCORR compute observed minus

first—guess corrections

BDYCHK - perform 'buddy' check

RGANAL

compute analyzed corrections

UPDATE apply corrections to first guess

Figure 3. Schematic of steps involved in the RAFS optimum interpolation
analysis.

3. PREPARATION OF DATA AND FIRST GUESS

The basic function of the OI data preprocessor is to construct the database
for the analysis. This involves combining data from various sources,
selecting the information required by the analysis, performing rudimentary
checks for time, location, completeness and quality, converting units,
applying corrections, and putting the information in the format expected by

the analysis.

Preprocessing is performed on the front—end Hitachi NAS 9040 computer sys-—
tem (Figure 3). This facilitates the unpacking of data which are in vari-
ous formats on the front end. The packed output format minimizes the

volume of information which is transmitted across the data link to the
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Control Data Corporation CYBER 205. Observations are read in, processed
and written out one report at a time. The following sub-sections will

deal with the various types and sources of data used in the ROI analysis.

3.1 Radiosondes, dropsondes, and pibal wind profiles

Consistent with Goal 4 of Section 2, all significant level data are incor-
porated in the ROI. Both the LFM and the GOI analyses utilize only manda-
tory level data. Of course, the analyses are performed at those levels
and the models which they support have roughly comparable vertical resolu-—
tion: 10 (12) analysis levels versus 7 (12) model layers for the LFM
(global system). Again, it is the fine resolution of the RAFS sigma coor-
dinate which provides both the impetus and justification for including all

of the vertical structure from the sounding data.

Profile reports are processed in the following manner. First, the manda-
tory level information is combined with the significant level temperature
data. Specific humidity, q, is calculated and temperature, T, is converted
to virtual temperature, Tv. Geopotential heights, h, are integrated to the
significant levels. Next, the wind components, u and v, are computed from
the speed and direction. The wind levels are then merged with the existing
profile. Temperature and moisture are generated at wind-only levels and
winds are generated at mass—only levels by linear interpolation with
respect to the natural logarithm of pressure, lnp. Geopotential heights

at the wind-only levels are also generated by hydrostatic integration.

This process results in a merged profile where each level has a complete

set of variables, p, h, Tv, q, u, and v.

During this merging process, values are generated at certain fixed pressure

levels. 1If the profile contains significant level information, then data
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levels every 25 mb are generated. If only mandatory level information is
reported, then data levels every 50 mb are generated. While many of these
levels may not have been actual reporting levels, it is felt that since
interpolation is performed between the reported values, the basic features
of the observed sounding are preserved. In any event, the complete pro-—
file, including mandatory, significant and generated levels, 1s packed and

made available for processing by the ROI codes on the CYBER 205.

Prior to the merging process, all daylight sounding data are corrected for
the effects of shortwave solar radiation on the temperature instrument.
The corrections of McInturff et al. (1979) are tabulated for height and
temperature by mandatory pressure level, solar elevation angle and instru-
ment type. All levels from 700 mb and above are corrected. Significant
level temperature corrections are determined by interpolation within the

table,

3.2 Satellite temperature profiles

Profiles of temperature from polar—orbiting (TIROS) and geostationary (VAS)
satellites are processed in the following manner. The reported tempera-
tures are processed into profiles of geopotential thickness. All layers
are relative to a base level of 1000 mb where the geopotential is set to
zero. Values of level virtual temperature and layer thickness are derived
at 23 pressure levels, every 50 mb from 1000 mb to 50 mb plus 70 mb, 30
mb, and 20 mb. At present, VAS retrievals are not being processed opera-
tionally. In addition, no TIROS retrievals over land nor microwave
retrievals south of 20N are used. A recent upgrade of the ground process-
‘ing system for the polar-orbiting data has resulted in almost all relevant
orbits being available to the ROIL by its data cutoff of 2.25 hours after

synoptic observation time (0000 GMT and 1200 GMT).
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3.3 Moisture bogus profiles

The National Environmental Satellite Data and Information Service (NESDIS),
provides NMC with a set of moisture bogus data twice a day (0000 GMT and
1200 GMT). From 400-500 points are provided covering the eastern Pacific
and western Atlantic at a resolution of about 250 km. At each point, a
code figure (1-13) is provided which corresponds to a characteristic pro-
file of relative humidity, RH. The preprocessor converts this code into
values of RH at 12 pressure levels. The data values prescribed are listed

in Table 1.

Table 1. Code ~ relative humidity (%) equivalents for moisture bogus

Code
(mb) 1 2 3 4 5 6 7 8 9 10 11 12 13
300 75 55 53 34 10 10 10 10 70 10 10 70 70
400 85 74 67 44 50 10 10 10 70 10 20 70 70
500 90 83 67 54 85 20 25 15 2 10 85 32 85
600 93 85 72 58 63 49 38 20 25 10 88 41 55
650 94 86 74 60 59 64 44 23 25 10 89 46 40
700 95 87 76 62 50 79 50 25 25 10 90 25 25
750 96 89 80 65 48 84 63 39 36 19 91 63 34
800 97 91 83 67 44 88 76 52 48 27 92 76 42
850 98 93 86 70 39 92 89 65 60 35 92 89 50
900 97 92 84 71 50 90 85 67 63 39 91 85 56
950 96 91 82 72 59 87 80 70 66 42 90 80 62
1000 95 90 80 72 68 84 76 73 69 45 90 76 68

3.3 Single level wind data

Conventional aircraft data (AIREP's), Automated Satellite Data Relay
(ASDAR) aircraft data, and ARINC Communications Addressing and Report
System (ACARS) aircraft data are processed as single level data. In addi-
tion, satellite cloud-drift wind reports are included from all geostation-
ary satellites which reach NMC by the data cutoff time. Only the wind
data, converted to u and v, are used. If necessary, the reported pressure
altitude is converted to pressure. There is no attempt to distribute
these winds to fixed pressure levels. The observation is considered at

its reported level by the ROI.
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3.4 Surface data

Marine‘surface data sources include fixed and mobile ships, moored and
drifting buoys, and manual bogus reports. When reported, temperature and
dew-point are used to compute virtual temperature and specific humidity.
The reported sea-level pressure is used directly with an appropriate geo-
potential of zero for mean sea-level. As discussed by Bergman (1979), all
oceanic surface winds are adjusted to be pseudo-geostrophic using a marine
boundary layer adjustment. A check is performed to insure that no marine

surface reports occur over land.

Surface reports over land are included in the ROI, as opposed to the GOL
which excludes them. Values of surface (station) pressure and reduced sea-
level pressure are used when both afe reported. This iIs a common practice
for most stations in North America. Surface values of virtual temperature,
specific humidity and geopotential (station elevation) are provided when
reported with a surface (station) pressure. When only reduced sea-level
pressure is reported, no other information is included with that pressure.
No wind data are used from surface land reports at this time. In addition,
surface land reports must be within +/- 1.5 hours of analysis time, as

compared to +/- 3.0 hours for all other types of data.

3.5 Quality code assignment

As observations are processed into the NMC database, certain automated
consistency checks are performed. The results of these checks are coded
along with the data values and are available to the ROI data preprocessor.
A description of these checks and other aspects of data handling and qual-
ity controi can be found in DiMego et al. (1985). The preprocessor
examines these various quality indicators and assigns the appropriate ROIL

quality code, see Table 2. Any observed value which either failed the
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consistency check or was 'purged' by the monitor is removed from further
consideration by the ROI. Unfortunately, the early data cutoff time of
2.25 hours for the ROI does not allow much time for subjective evaluation
of the data by thé monitor. Therefore, a heavy reliance is placed upon

automated checking procedures.

Table 2. Quality codes for the ROI analysis

ROI Code Meaning
0 Monitor requests observation be kept
1 Correct, passed consistency checks
2 Probably correct, not checked
3 Suspect, passed with loose limits
3.6 Preparation of first guess

The first guess fields for the ROI are provided by the Global Dat; Assimi-
lation System which consists of a 6-hour forecast with a 30-wave 12-layer
spectral model. Also provided are the analysis error standard deviations
from the GOI that generated the initial conditions for the forecast. The
preparation of the latter will be discussed first, followed by a descrip-

tion of the processing of the first guess fields.

The analysis error (actually their natural logarithms) are in spherical
harmonic form on the GOI analysis levels, i.e. 12 mandatory pressures. The
first step is to decompose the spectral coefficients onto the ROI analysis
grid-points. The profile of errors at each point is then interpolated
vertically assuming a linear variation with respect to lnp. The pressures
to which the interpolation is performed are computed at each point from the
first guess field of surface pressure. Geopotential and wind errors are
interpolated to the first 16 ROI sigma interface pressures. The RH errors

are provided at the first 6 pressure levels and are interpolated to the
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first 12 sigma mid-point pressures.

For the geopotential errors, the profile is first adjusted such that values
increase upwards. This allows an estimate of the temperature error to be
calculated by vertical differentiation of the height error profile, al-
though this field is no longer required by the ROI. This reflects that
fact that the original ROI analyzed temperature instead of geopotential.
However, the balance between the mass and wind fields generated by this
preliminary version of the analysis was judged to be too weak, especilally
when compared to that which can be achieved using a strict coupling of

geopotential and wind.

Although it is performed in the analysis code, if is convenient to discuss
at this point the process by which these analysis errors are converted
into standard deviations of the first—guess corrections. - As discussed by
Dey and Morone (1985), this is achieved by adding an appropriaﬁe error
growth rate to the analysis error standard deviations. This errorAgrowth
rate is only a function of the variable, sigma level and range of the
forecast. The values currently used are listed in Table 3. Values have
been roughly determined from those given in Dey and Morone (1985) for

height, and from values previously used for wind.
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Table 3. Forecast error growth for a 6-hour forecast period,
with minimum allowed values in parentheses

Level (mb) h (m) u&v (m/s)
16 ( 54) 15  (50) 1.80 (4.0)
15 ( 115) 17  (40) 1.80 (5.0)
14 ( 181) 18 (33) . 2.00 (5.6)
13 ( 251) 18 (28) 2.20 (6.0)
12 ( 324) 18 (18) 2.35 (6.0)
11 ( 398) 16 (15) 2.35 (5.4)
10 ( 473) 13 (14) 2,20 (4.8)

9 ( 547) 10 (13) 2.10 (4.1)
8 ( 619) 9 (12) 1.95 (3.5)
7 ( 689) 8 (12) 1.75 (2.9)
6 ( 755) 8 (12) 1.75 (2.5)
5 ( 816) 8 (12) 1.60 (2.2)
4 ( 872) 8 (12) 1.60 (2.0)
3 ( 922) 8 (12) 1.60 (2.0)
2 ( 965) 8 (12) 1.60 (2.0)
1 (1000) 8 (12) 1.60 (2.0)

Values for the wind component errors are listed as well because they are
used in the tropics. The GOI uses a fixed profile of wind errors in the
tropics (Table 4 of Dey and Morone). In higher latitudes, the values used
for u and v are computed from h in the same way as is done in the GOI.

This is in accordance with the strict application of a geostrophic covari-
ance model. Observed and computed values are blended using the coefficient

of geostrophy in the transition zone from 25N to 10N,

Also listed in Table 3 are the minimum values allowed for the standard
deviation of the first-guess corrections. This limit 1s applied after the
analysis errors are inflated by the error growth rate. There is no limit
on the maximum value, since a limit based on the climatological error vari-

ance has been applied by the GOI.

The minimum values presented are slightly larger than the observational
error standard deviations for radiosonde data (Table 5 of Dey and Morone).

The intent here is to insure that the first guess fields do not appear
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better (statistically) than the observed data. This reflects our discom—
fort with the procedure for obtaining the first guess errors. Ideally,
the initial error pattern would not only grow with time but also evolve
spacially through the forecast period. This evolution would probably
resemble the evolution of the actual forecast parameters. At this time,

only a static growth of the initial error is accounted for.

The first guess field coefficients include surface pressure (P*), model
terrain (Z*), 12 sigma mid-point levels of virtual temperature (Tv),
vorticity and divergence, and 7 mid-point levels of specific humidity.

The wind components, u and v, are computed in spectral form from the
vorticity and divergence. Each field is then decomposed onto the ROI
analysis grid-points. Geopotential values at the input interface pressures
are obtained by direct integration of the temperatures which are interpret-

ed as mean layer values.

At this point, a field of high-resolution terrain is read in. The field is
already on the ROI grid and was generated from a 1 degree by 1 degree field
which was computed by fitting spherical harmonics with 72 wave resolution
(triangular truncation) to a highly detailed terrain data set. This field
is incorporated in the output fields by computing a new P* valid at the new
Z* from the first guess profiles of height and temperature. This is
performed assuming that height varies quadratically with respect to lop
(Gerrity, 1977). The formulation involves values of height and temperature
at the levels which bracket the new Z* level. An estimated value of the
surface virtual temperature, T*, is computed hydrostatically at the
original Z* level and is used whenever the new Z* falls below the second
interface. It is also used whenever extrapolation is required below the

first interface (original Z* level).,
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The new P* field is used to compute the mid-point and interface pressures
of the ROI. Vertical interpolation from the 12 input levels to the 16
output levels proceeds as follows. For geopotential, the profile of
interface heights is interpolated to both mid-point and interface pressures
using an iterated AITKEN interpolation scheme which is of variable order in
1np (Conte, 1965). This profile is then checked for superadiabatic lapse
rates between successive layers (involving three height values). The
procedure is iterated until all adjacent layers are adiabatic. The adjust-
ment insists that the total thickness of the two layers be conserved.
Therefore, only the middle value of heilght is changed. The 16 mid-point
values of geopotential are stored and 16 mid-point temperatures are com—
puted from the thickness of successive interface values. A new T* value
appropriate to the new P* and Z* is computed from the thickness between the
first interface (Z*) and the first mid-point. The wind components (speci-
fic humidity) are interpolated to the 16 (12) mid-points assuming linear
variation with respect to lnp. A complete set of variables, P*, Z*, T*, Z,

Tv, u, v, and q, is now available on the ROI grid.

3.7 Preparation of observed corrections to the first guess

The next step 1s to construct the set of observed corrections to the first
guess. The prepared data are read in and stored together with the first
guess fields. When dealing with profile reports, only the data at fixed
pressure levels are stored. This amounts to 36 levels at a frequency of
every 25 mb or 23 levels at a frequency of every 50 mb. The observations
are next sorted into 2.5 degree latitude bands and ordered by increasing

longitude within each band.

During the sorting process, all single-level data are examined for possible

combination into 'super' observations. The criteria for two (or more)
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reports to be combined are that they must be within 1.0 degrees of lati-
tude, must be within 1.2 degrees of longitude, must be within 12.5 mb (25
mb for upper levels winds) and must be of the same report type (alrcraft
with aircraft, surface with surface, etc.). The 'super' observation is
constructed by forming the linear average of time, location, pressure and
observed values. This procedure 1s not as elegant as that of Lorenc
(1981), but is effective in reducing the volume of data and increasing its
representativeness. The ROI quality code is decreased (improved reliabil-
ity) to reflect the latter. In addition, the geographical limits are
increased outside of North America where the resolution of the analysis is

decreased (see Section 5).

First guess values are now computed at each observation location. Horizon—
tal interpolation is bi~linear in x and y. Vertical interpolation is
linear with respect to lnp for the variables T*, u, v and q. Geopotential
is interpolated quadratically in lnp. Extrapolation below the first guess
terrain is limited to be within 50 mb (except for 1000 mb height). The
estimated first guess value of surface temperature, T*, is used for mass
variables falling below the first sigma mid-point. Extrapolation above the
top sigma mid=-point is allowed only for winds and only if they are within S
mb. A first guess value of 1000 mb height is computed from surface values

P*, Z* and T* using the reduction procedure known as 'SHUELL' (Gerrity,

1977).

All that remains is to calculate the difference between the observed values
and the interpolated first guess values. This quantity (observed-forecast)
represents the observed correction to the first guess. Values of relative
humidity from the moisture bogus profiles are converted to specific humidity

values using the first guess temperature. Satellite thickness profiles are
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converted to geopotential profiles by anchoring them to the first guess
1000 mb heights. All sea~level pressure observations are converted to
values of 1000 mb height. This hydrostatic conversion uses the estimated
below ground temperature obtained when the 'SHUELL' reduction procedure was
applied to the first guess. With the single exception of surface tempera-
ture corrections from surface observations, all corrections to the first

guess are now in terms of the analysis variables, h, u, v and q.

4, QUALITY CONTROL PROCEDURES

There are two forms of quality checking within the ROIL code. The first
involves a 'gross' check on the magnitude of the observed corrections.

This check is designed to reject reports which are nonmeteorological.

The second is a consistency check where neighboring corrections are com-
pared. This 'buddy' check is an inexpensive means of detecting corrections
whose inclusion in the analysis would be detrimental. Both checks rely on
the ROI quality codes listed in Table 2 to make decisions concerning‘

acceptance or rejection.

4.1 The 'gross' check

In the 'gross' check, each observed correction value is compared to an
allowable limit on its magnitude. A fixed 1limit of 15 g/kg is used for
specific humidity. The other limits are based on a table of representative
standard deviations of first guess error compiled by variable, pressure

and latitude band. The number of standard deviations allowed for a given

correction is a function of the ROI quality code. These are listed in

Table 4,
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Table 4. Number of standard deviations allowed in 'gross' check
for tossing and for flagging observed corrections

Data Quality Number of Standard Deviations
Type Code toss 1if > flag if >
surface 2 4.5 (6) 2.5 (3)

Z, u, v 3 3.5 (5) 2.5 (3)
Surface 1-3 3.0 (4) 1.5 (2)

No values are glven for a quality code of zero, because these reports were
requested to be kept and are not allowed to be rejected. A flag is set on
those reports which have questionably 'large' magnitudes as determined by
the limits listed under 'flag' in Table 4. The looser limits listed in
parentheses for both tossing and flagging are used for all North American
radiosondes. This reflects their generally higher level of reliability
and homogeneity. In addition, the looser limits for flagging are used for
all 'super' observations. Limits for tossing reports are tightened if

extrapolation was required to obtain a first guess value,

4,2 The 'buddy' check

Prior to performing the analysis, all observed corrections which passed the
'gross' check are checked for internal consistency by step BDYCHK (Figure
3). For the purposes of data collection, an equal—area reference grid is
used which has a resolution of 5 degrees at the equator. All reports with-
in 7.5 degrees (or an equivalent distance) of each reference point are col-
lected. The reports are sorted into groups of like variable (h, u or v),
the 'buddy' check being univariate. The groups are also sorted by pressure
layer where the layer mid-points are the mandatory pressure levels. In
this way, the 'buddy' check is three—dimensional. For example, a profile
report with data every 25 mb will contribute four levels (1000, 975, 950

and 925 mb) to the group for the first layer and six levels (900, 875,
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850, 825, 800 and 775 mb) to the group for the second layer and so forth.

Each group with at least three observed corrections 1s subjected to the
checking procedure discussed below. If there are only one or two values
in a group, a check is made for any flagged reports. Recall that these
reports were identified in the 'gross' check as having questionably large
deviations from the first guess. Flagged values are excluded from further
consideration by either the 'buddy' check or the analysis. This heavy
handed approach reflects our lack of knowledge on how to adequately incor-
porate these isolated reports when they deviate so much from the first
guess field. The rationale for deleting such reports is based on our
experience with the GOI and GDAS that such observations can cause severe
problems in the analysis and subsequent forecast.

For each group with three or more values, the correlation of the first
guess error is computed for each pair of values in the group. This
calculation i1s three-dimensional (Eq. 2.4 and 2.5) and involves only

the autocorrelations phih" puiuj and pviv.. Next, each pair of

reports, Rl and R2, 1s compared and the magnitude of the difference of
their corrections is normalized by the appropriate tabular value of first-
guess error standard deviation. This normalized difference, |Rl—R2|/0,

is compared to a limiting value which is a function of the First-guess
Error Correlation (FEC) between the reports: DFMAX = [3.5 — 2.5%FEC]. 1If
the normalized difference exceeds the limiting value, then TOSS flags are
set. 1If the normalized difference is less than the limiting value, then
'KEEP' flags are set. This screening criterion is depicted schematically
in Figure 4. 1In essence, if two reports have a low correlation (are far
apart), then the limiting value is large. On the other hand, when two

reports are highly correlated (close together), then the limiting value is
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small and the corrections are expected to agree within at least one stan-

dard deviation.

The setting of 'TOSS' or 'KEEP' flags depends on the type of report and
especlally the ROI quality codes (Table 2). When setting 'TOSS' flags,
the report with the larger quality code (less credibility) receives the
'"T0SS' flag and the report with the lesser code receives no flag.
Correspondingly, when setting 'KEEP' flags, the report with the smaller
quality code (more credibility) recelves the flag. If the quality codes

or the report types are equal, then both reports receive flags.

The total number of 'KEEP' and 'TOSS' flags accumulated by the report
determines whether or not the report i1s eliminated from further considera-
tion. Any value receiving two or more 'KEEP' flags is automatically re-
tained. Reports with a quality code of zero are also retained uncondition-
ally. Any report which has been flagged as questionably large and does

not have at least two 'KEEP' flags is removed. The remaining reports in
the group are examined and the report with the largest number of 'TOSS'
flags (greater than two) is removed. Reports are eliminated one at a time
and all flags which the offending report caused to be set are removed.

The process is repeated until no reports remain with two or more 'TOSS'

flags.

In conclusion, one should note that if a wind component is eliminated, its
other component is removed as well. Unfortunately, if the v component is
rejected, it is Impossible at this point to eliminate any negative influ-
ence its corresponding u component might have had on the procedure. It is
also clear that the entire process will not handle the case when there are

three or more rogue reports which corroborated one another. Each would
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receive at least two 'KEEP' flags and none would be eliminated.

5. THE ANALYSIS

The first function performed by the analysis code, step RGANAL, is to
generate a 1000 mb analysis of geopotential corrections. This analysis is
performed univariately over the full 180 x 60 ROI analysis grid. The data
search is three-dimensional, selecting up to 16 reports from the vicinity
of each grid point. This is the only application which utilizes the re-
duced sea-level pressure values which were converted to 1000 mb height
corrections in step FGCORR. Height corrections at the lowest reported
level of radiosonde or dropsonde reports are the other source of data.

The selection is based on the magnitude of the three-dimensional first-—
guess error correlation. A value of ky = 3.0 x 107% ko2 is used in

Eq. 2.4 for the horizontal factor and a value of kp = 9 1s used in Eq. 2.5

for the vertical factor.

This geopotential field is used for two purposes. First, the correction
field is interpolated to the satellite profile locations and applied to the
geopotential corrections at each level. Since these were anchored to the
first guess 1000 mb height value, adding the correction effectively re-
anchors the profiles to the analyzed 1000 mb height field. Second, a field
of sea~level pressure is computed from the analysis by reversing the same
"SHUELL' reduction process which was used to generate the first guess 1000
mb height field and to convert sea~level pressure reports to 1000 mb geo-

potential.

The full ROI analysis grid is defined in terms of nearly fixed increments
of latitude and longitude. Consequently, there is a large variation in the

resolution in the zonal direction as one goes from equator to pole. A
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thinned grid has been incorporated on which the corrections are analyzed.

The thinning process involves two steps. First, the longitude increment is
increased north of 40 degrees and the number of points in a grid row are
decreased. The iﬁcrement is computed to match the equivalent distance of
1.5 degrees of latitude. Second, areas outside of North America are fur—
ther thinned to every other point in the zonal direction. The points

which are dropped are staggered from one grid row to the next. The result-
ing grid is depictedvin Figure 5. This second thinning 1s an attempt to
account for the variation of data density, i.e. laqk of data over the
oceans, aﬁd to approximate the decreased resolution of the outermost grids

of the NGM (366 ‘km for the A-grid and 183 km for the B-grid at 60N).

Next, the upper level analyses of h, u and v are performed. The first
guess fields and error standard deviations are first interpolated to the
analysis points on the thinned grid. Since the location of the grid rows
has not been affected by the thinning, this involves only a linear inter-
polation in the zonal direction. The analysis proceeds from point to point
along each grid row, analyzing all levels at a point before stepping to the
next. Observed correction locations are collected up to a 15 degree (or
equivalent distance) radius of the grid point in question. This radius can
be less if sufficient (10) profile reports are found within a shorter

distance.

At each level, the N observed corrections to be included in the actual

analysis must be selected. Of the N values selected, 20 are allocated to
profile reports and the remaining 10 (16 at the first level and 13 at the
second) are allocated to single level reports. In addition, no more than
two levels of height and no more than one level of u and v can be selected

from the same profile report. The partitioning eliminates the possibility
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wedge of points in the lower left corner represents the NGM

The ROI grid at which analyzed corrections are computed.

Figure 5.

The NGM B-grid is in the lower right.

A-grid resolution.
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of all single level data being selected. This improves the vertical
consistency of the analysis because the same profile reports tend to be
selected at each level. The restrictions on the number of values from
individual profile reports insures that the analysis will not be mono—
polized by values from reports which are nearly coincident with the grid
point. The selection for both profile and single-level reports is based
on proximity with the grid point as determined by the three—dimensional
first guess error autocorrelation for height. The values of ky and ky are

fixed for this calculation and are the same as those given for the 1000 mb

analysis.

The weights, wj, for the observed corrections are calculated next by solv—
ing the matrix problem represented by Equation (2.2). Values pertinent to
~the calculation of the matrix elements discussed below are listed in Table
5. The variation of the horizontal and vertical correlation of hh is

depicted in Figs. 6 and 7 for selected values of kp and kp. The GOI uses

values of k. = 5 and kh = 2. x 107® kn~2,
P

Table 5. Parameters used in the calculation of elements of Equation 2.2

Analysis ky, Kp N DF EF
Level x 1076 km~2

1000 mb h 3.000 9 16 NA NA

1 4,125 9 (12) 36 +50 .50

2 3.750 9 33 .65 .65

3 3.375 9 30 .80 .80

4 3.125 9 30 .95 .95

5-12 3.000 9 30 1.00 1.00

13 3.000 9 30 .95 1.00

14 3.000 9 30 .80 1.05

15 2.250 9 30 .65 1.25

16 1.500 9 30 .50 1.50

1-12 g 3.750 4=14 10 NA NA
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The horizontal correlations (see Figure 6) used by the ROI have a steeper
slope than those used in the GOI. This reflects the finer resolution of
the ROI analysis grid. The extra resolution translated into 'error' at
wave numbers highér than the 30 waves of the spectral model used in the
GDAS. If a complete power spectrum of forecast error were integrated to
obtain an isotropic structure function for the error, a sharper curve would
result than if the spectrum were truncated first to the resolution of the
forecast. This has not actually been done, but the basic premise still
remains. Clearly, the ROI can resolve finer scales in the correction
field, but only if the implied scale of the correlation model is decreased.
This argument is applicable to the vertical correlation function (see

Figure 7), which is also sharper than the one used by the GOI.

The horizontal correlation varies with analysis level. This is also done
in the GOI, but only at the top two levels, 70 mb and 50 mb, where the
function becomes broader. We have extended this variation to the first
four levels (through the first 150 mb). This reflects the presence of
smaller scales in the corrections observed near the surface. The factor DF
in Table 5, refers to a decoupling factor. This factor is used to multiply
all cross—correlations involving geopotential and wind. It weakens, but
does not eliminate, the geostrophic coupling of the mass and wind correc—
tion fields. This affects the off-diagonal terms on the left hand side of
the matrix (2.2) as well as the right hand side. 1In the lowest levels,
this is a reflection of the frictional and boundary-layer effects which

act to produce ageostrophic flow. In the upper levels, it is a reflection
of our distrust of the geopotential corrections, which contain detrimental
effects due to first-guess biases and integrated observational errors. It
was found, that a strict geostrophic application in the presence of very

large geopotential corrections resulted in correspondingly and unmeteoro-
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logically large wind corrections. The partial decoupling resulted in more

reasonable results.

The adjustments made in the lowest and highest levels affect the off-
diagonal terms. An adjustment of the diagonal terms is also made. From
2.2, the diagonal terms on the left hand side involve the correlapion of
an observed correction with itself, which is unity, plus a term represent-
ing the ratio of the standard deviation of the observational error to that

of the first—-guess error. This error ratio for wind corrections only is

divided by the factor EF listed in Table 5. Where the factor is less than
unity, the error ratio is increased and the correction receives a reduced
weight in the analysis (2.1) and vice versa. Based on the arguments made
above, we choose to believe wind reports more than height reports at the
highest levels and we choose to believe height reports more than wind

reports at the lowest levels.

The observational error is generally considered to be made up to two con-
tributions. The first is the measurement error inherent in the instrument.
The second is an error of representativeness. The latter is a function of
the resolution of the analysis. The finer the analysis the closer the
specified observational error becomes to the actual instrument error. The
base values of observational error standard deviation are the same as those
given in Dey and Morone (1985) and used in the GOI. However, because the
ROI is performed on a finer grid both vertically and horizontally compared -
to the GOI, these values are reduced in the ROI. The reduction factor
which is applied to a particular observed correction depends on the quality
code and on whether the correction was flagged as large in the GROSS check

(see Table 4). The reduction factors used are listed in Table 6.
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Table 6. ROI reduction factors applied to the GOIL observational error
standard deviations

Code Unflagged Flagged
0 .25 .20
1 «50 .45
2 .60 «55
3 .80 . «75

Note that the amount of reduction is slightly greater for the flagged
reports. This willl reduce the error ratio and increase the weight glven
the report in the analysis. It is argued that since the report has sur-—
vived the quality checks, it is reliable., The fact that its magnitude is
large suggests that the flrst-guess is 'incorrect' in the vicinity of the
report. Giving these reports increased weight allows the analysis to cor—

rect this region of the first guess more than would otherwise be the case.

At this point, the treatment of surface mass corrections of both geopoten—
tion and temperature will be addressed. At the first analysié level (the
first sigma interface at the terrain level), the geopotential corrections
from surface reports are used directly. These were constructed from'the
surface (station) pressure and the elevation of the station. In general;
surface reports selected for the first level will also be selected for the
analysis at the second and subsequent (up to five) levels. When this
occurs, the height correction is adjusted using the surface temperature
correction. The adjustment consists of converting the temperature correc-—
tion into a thickness correction. The conversion assumes the temperature
is valid over a shallow layer. The thickness correction is added to the
surface height correction. This effectively raises the height correction
to the top of the layer. The report pressure is similarly adjusted by
adding the layer depth used in the conversion. At the second level a depth

of 20 mb is used. At level three and above, a fixed depth of 40 mb is
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used. This process amounts to generating a mini profile consisting of the
surface value and two extrapolated values separated by 20 mb between each

level. A sharper vertical correlation (kp = 12) is used when any form of

surface data is used.

Once the h, u and v corrections are calculated at all levels at a point,
the moisture field is analyzed. First, the local profiles of the first
guess mass and wind fields at the point are corrected. These are pre-
liminary analysis fields of Tv, u and v because they have not been adjusted
for the new surface pressure which is done in the UPDATE step. The Tv
corrections at sigma mid-points are obtained by differentiating the profile

of h corrections. Wind corrections are simply averaged to the mid-points.

The preliminary analyses are used in a similar manner as described. by Dey
and Morone (1985) to preseribe the first guess error correlation model for
specific humidity. The horizontal part of the correlation depends on the
wind direction and speed. It is elliptical with the major axis rotated to
be along the direction of the wind. If the wind speed is less than 3.1
ms"l, the function i1s circular. For stronger wind speeds, the ellipse be-
comes more elongated. An example is provided in Figure 8. The GOI proced-
ure simply reduces the effective distance in the direction of the minor
axis. This shrinks the area covered by a given contour of correlation.

In the ROI, the area will actually increase as the wind speed increases,

ky is allowed to decrease to a value of 1.875 x 1076 km™2. The vertical
correlation is a function of the lapse rate or stability. The GOI adjusts
kp upwards under stable conditions to become sharper which limits the ver-
tical extent of a report's influence. The ROI allows adjustment of kp both
upwards to a value of 14 under stable conditions as well as downwards to a

value of 4 in unstable conditions when vertical mixing is likely to occur.
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The analysis of molsture corrections proceeds as follows. The 10 'closest'
reports are selected based on values of the adjusted correlation. Only the
one closest report in the vertical 1s selected from any profile report.
There 1s no partitioning of the 10 reports by category. The error ratio
used in constructing the matrix (2.2) elements is calculated from the type
and quality code of each report, i.e. the first guess error standard devia-
tion and observational error standard deviation are not specified explicit-
ly. This avoids the tricky problem of converting relative humidity errors

and error growth rates into values for specific humidity.

Just prior to solving the matrix for the weights, a final adjustment of the
error ratio term is made. All radiosonde reports with values of 0.85
forecast error correlation or greater are averaged together. This is a
preliminary estimate of the correction based on the closest and most reli-
able sources of moisture information. All remaining corrections with
correlation values less than 0.85 which deviate in sign or deviate signifi-
cantly in magnitude from the core value, have their error ratios increased
to a value of 2.5, which severely reduces their impact on the solution at
this point. If there are no radlosonde reports within 0.85 correlation,
then no final adjustment is made. THis procedure can be thought of as a
means of quality controlling the moisture data. Specific humidity correc-
tions are not checked for horizontal consistency in the 'buddy' check and
are checked against a fixed value which does not even vary with pressure

in the 'gross' check.

When all h, u, v and q corrections are calculated on the thinned grid, they
are interpolated back to the full 180 x 60 ROI grid and passed on to the
UPDATE step (Figure 3). Prior to processing, the wind corrections are

interpolated to the sigma mid-points assuming linear variation with respect
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to p. A light, 25-point filter is then applied to the horizontal correc-
tion field for all variables. Next, a value of the new surface pressure,
P*, is computed. This involves a hydrostatic conversion of the first

level height correction, which is wvalid at the first guess P*, to a surface
pressure correction. This 'analyzed' value of the surface pressure is

obtained by correcting the first guess value.

Treatment of the mass field variables follows the same procedure discussed
in Section 3.6. The first guess geopotential field at the original sigma
interfaces is generated by integrating the first—-guess mid-point tempera-
tures. The corrections which were generated at the original sigma inter-
faces are then added to the first guess. Distribution of the heights to
the new sigma structure based on the new surface pressure is achieved by
interpolation using the AITKEN iterated technque. Mid-point and interface
values are generated to allow the same adiabatic check to be performed.

As before, the mid-point geopotentials are extracted and mid-point virtual

temperatures are generated by differentiating the checked height profile.

The moisture and wind field corrections are applied directly to the first
guess mid-point values. With surface pressure changes of only 2-6 mb, the
extra effort to interpolate the corrections to the new mid-points did not
seem necessary. The analysis fields of P*, Tv, u, v and q plus the terrain
field are provided to the initialization code in the form of spherical
harmonics (subject to an equatorial symmetry condition). The same fields
plus the geopotentials are put out in the same strip form as the first
guess. These fields are post-processed to pressure surfaces in the verti-
cal and to the LFM grid in the horizontal for transmission back to the

frontend computer for display, verification and archiving.
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6. PERFORMANCE CHARACTERISTICS

Figure 9 summarizes the analysis verification statistics relative to radio-
sonde data over North America. Results are presented for the month of May
1985 for the LFM (early), the ROI (regional) and the GOI (aviation) analy-
ses. All three use the same first guess fields from the GDAS. However,
the LFM uses only the 1000 and 300 mb level heights directly, generating
the other 'first guess' fields by computation from analyses at those
levels., Verification plots for the initialized ROI analyses are not yet

available,

In general, the ROI analysis falls between the LFM and the GOI in terms of
goodness of fit against observations. This is the expected result. The
LFM performs univariate analyses on mandatory surfaces and essentially will
replace the first guess with a blend of the observations where data are
plentiful. It is a 'credible' analysis in that it draws for the data. The
ROI is multivariate and three—-dimensional and allows implicitly for some
weight to be given to the first guess. The latter is true even in the
presence of high quality data. The GOI fit to the data is looser than the
ROI primarily because the observational error standard deviations have been
reduced in the ROI. This means that the GOI gives the data less weight

relative to the first guess than the ROI, and vice versa.

The only significant feature of the mean statistics is the apparent tenden-—
cy of the ROI to underestimate the wind speed at 250 mb. This, we feel,

is due to the fairly sparse vertical resolution of the ROI sigma structure
(see Figure 2) near this level. Both the LFM and GOI are performed and
verified at 250 mb, whereas the ROI i1s performed at sigma points separated
by 70 mb near this level. The mid-point analyses must also be interpolated

in the vertical to the 250 mb verification level. Significantly, the
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Figure 9. Mean and standard deviation (SD) of height and wind fit of
first guess (+), analysis ([ ) and initialization ([> )
to North American radiosonde data for early run (LFM, top),
regional run (ROI, center) and aviation run (GOI, bottom)
for May 1985.
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initialized statistics for the LFM and GOL, a process which necessitates
interpolation into the sigma coordinate and back to pressure, exhibit larg-
er wind speed biases than the ROL analysis. Selected comparisons of dif-
ference fields between the initialized and analyzed ROI suggest that the

differences are fairly small and not systematic.

Turning our attention next to the moisture field, Figure 10 presents a ver-
tical cross—section of relative humidity for the ROI analysis, the LFM
analysis and the first guess. The cross—sectlon runs north to south

along 98W through the central United States. The LFM analysis, which is

of precipitable water in only the lowest three sigma layers, can capture
only the grossest features. The first guess 1s only slightly more detail-
ed. On the other hand, the ROI displays considerable detail in both the
horizontal and vertical directions. By way of verification, the approxi—
mate location of Dallas—Fort Worth Texas is indicated by DFW. The analysis
has represented a distinct double maxima in the profile above this point.
The observed radiosonde profile at this station is presented in Figure 11,
together with the interpolated profiles from the ROL, LFM and first guess
fields. The LFM and first guess profiles are simply too smooth. The ROI,
however, has quite faithfully reproduced the observed profile of dew-point

and degree of saturation as well as the temperature.

The ultimate criterion for evaluating the performance of an analysis system
designed to provide initial conditions for a forecast is the vertification
of those forecasts. Accordingly, Figure 12 shows the daily variation of
the 500 mb height anomaly correlation for 48 hour forecasts from the RAFS
and the LFM for the months of April and May 1985. Clearly, the majority of
cases show the RAFS outperforming the LFM in April 1985. The situation in

May 1985 is not nearly as clear. One Iimpression stands out during both
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months. The RAFS performance appears more consistent and less variable
than the LFM. Aunother indication of the qulaity of the new analysis system
has come from several experimental forecasts with the operational LFM model
run from initial conditions specified from the ROI analyses. Every experi-
mental run has been either as good or better than the operational LFM

forecast run from the LFM analyses.

7. SUMMARY
The new NMC regional analysis system has been described. Building upon the
existing experience and methodology at NMC, it has met its pre-defined
goals and has extended the application of optimum interpolation techniques
to a finer scale. Among its unique aspects are:

— hemispheric domain

— regional scale resolution

- improved vertical resolution

- sigma vertical coordinate

- high-resolution terrain

— multivariate in h, u and v in sigma

— treatment of first guess in sigma

- treatment of significant level data

- treatment of surface data

— treatment of 'super' observations

- increased depeﬁdence on quality codes

- reduced observational error standard deviations

- sharper and more variable correlation functions

= increased detall in the analyses.

Many improvements await testing and implementation in both the analysis and

the prediction model.
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