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1. Applications of Radiative Computations to
Numerical Forecasting

Unlike the other lecture on radiation given at this seminar,
ours is not devoted to general problems but to the solutions
we have chosen at ECMWF to answer a given question in a
precise context.

Our goal is to develop a 10-day forecasting model and
therefore the question mentioned above is: how can a radiative
model be of some help for our more general task? But of
course it would be a rather short term point of view to work
with the only prionciple that all insignificant features for
the dynamical forecast should be kept out of our radiative
computation. A better attitude, and one which prepares for
the future, is to say: all characteristics, which do not go

in any way against our main purpose and which can help us to
get a better understanding of radiative problems, ought to be
implemented in our scheme. By "in any way'" we understand that
we should neither get wrong feedbacks with the dynamic, nor
increase significantly the computer time or memory space
consumption, nor bring impossible requirements for our input.
As we are only now starting global integrations with our
scheme included, it is obvious that so far the way we referred
to our principles was subjective and that we might now have to
change some features of our program, but we hope that at least
its general frame is suitable and will be kept.

The constraints imposed on our task by the ECMWF's problem
are of three kinds which can be described by the vague terms
of technical, practical and physical.

- The technical limitations are related to the type of computer
we are going to use and, in our case of a vector machine, to
the way in which the radiation subroutine will be called. On
the basis of time and space scales, whose choice will be
explained later on, and with the condition of four minutes for
radiation computations per day of integration, we get the
requirements of 100 radiation runs for a vertical column
(probably 15 levels) per second on the CRAY. This would lead
to about 10 runs per second on our development computer

(CDC 6600) if there were no vectorization possibilities in

our code. Of course these requirements are probably over-
estimated, but it is better to come to a situation where you
can do more than expected than the reverse. We aimed towards
this kind of goal with a special interest in making the code
as vectorizable as possible. Vectorization means (in
oversimplification) long but simple inner loops without
conditional statements. One can either take separately each
point where radiation fluxes are computed and vectorize the
vertical loops, or take all points along a latitude circle at
the same time and do all operations in horizontal loops, which
are, of course, all vectorizable. But in this case we would
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need an enormous amount of memory space to store the
intermediate results if the computation is not presented

in a way which minimises the informative variables. To
leave both possibilities open we designed our scheme with

a very general formulation for which there is no difference
between all the layers along the vertical and with periodic
regroupment of the information in a small number of
coefficients. 1In any case some mixing between both ways

of vectorization will be needed, but which one should take
the leading role has yet to be decided. This decision is
more difficult than a simple test of feasibility and
efficiency since it interferes with the choice of the time
and space interpolation procedure: if we vectorize horizon-
tally we must group radiative computations along latitude
circles at the same time step in order to be most efficient;
in the other case we cap pick out some points at each time
step where we like. The model which will be presented here
can do now (before optimisation of the code) 8 runs per
second on the CDC 6600 with 15 levels. This feature is very
dependent on the number and the vertical distribution of
cloudy layers, therefore it should be taken only as an
estimate and the final time constraint will depend on the
cloud modelisation and on the way the global model reacts
to it.

- The practical constraints can be summed up by: putting

the accent on what should be important for a 10-day forecast.
But here again the question is not as simmle as it first looks:
firstly, we do not know to what extent our forecast will be
successful and whether the useful information will be limited
to the conventional height charts and so on, or if some direct
radiative variables, such as the flux at the ground, or
straightforward consequences, for example the extremum soil
temperatures, will be added; secondly, the first guess for

our analysis system will be a forecast and it may be that an
important systematic error, let us say in the stratosphere
(region where measurements are uncertain and with little
influence on the synoptic situation) would have no impact on
the quality of a given forecast, but by cumulation would affect
all forecasts after a certain time. However, the results of
our first experiments confirm what other people have already
pointed out: the impact of radiation on a medium range forecast
is localised mainly in the boundaries. It is easy to under-
stand that the flux at the soil will have an important effect
on the forecast because it fixes the surface temperature (on
continents only) and therefore the rates of soil-atmosphere
exchanges of heat, moisture and momentum. For the fluxes at
the top of the atmosphere (the radiative balance) the argument
is less obvious: the effects of a change there tend to
concentrate in the stratosphere where feedback mechanism through
other physical processes are missing. According to this
gsituation, we chose to design a radiation scheme in which the
accent is put more on the fluxes than on their divergences and
therefore more on scattering than on absorption. This needs a
more general development of the basic equation of radiative
transfer than the ones which are generally used in radiative
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computations, but this disadvantage can be compensated

by the use of simplifications which only seriously affect
the evaluation of gaseous absorption. The more important
scattering agents in the atmosphere are the clouds;
therefore our model is able to treat clouds with any
partial coverage in all model layers and we hope that the
cloud-diagnostic method in experimentation will produce a
suitable input for our computations.

- The physical need we had in implementing our radiation
scheme was to allow a maximum of consistency with other
parts of the ECMWF physical package. Of course, this is
not a one way process and compromises are necessary on

all questions, but our main guideline was that a model
which can deal with a maximum of information without any .
theoretical frame relative to the extra ones (internal
consistency in a certain sense) will be easily transformed
to deal only with the basic ones. This is even more valid
if we apply the ideas of generality and simplicity expressed
about the technical limitations and particularly on the
treatment of the input information.

From the three answers given above to the constraints of
10-day forecasting we can notice that all three have something
to do with "generalisation', though in different meanings of

the word. In fact this was our main guideline and the result
is a code in which all the important non-physical computations
are done in only two couples (1 for long waves - 1 for short

waves) of subroutines: the first ones are for local trans-
missivities, reflectivities and emissivities and the second
ones for vertical combinations of these properties. The
physical computations are either concentrated at the beginning
for Rayleigh effect, clouds and aerosols, or at the end for
gaseous absorptions and do not bring any complications of the
code. This simplicity makes the program an easy tool for
theoretical radiation studies in the frame of a global model
since its features can be changed without compatibility problems.
Of course, as the code is rather compact, the theoretical way
to explain it is quite long and sometimes cumbersome.

All that has been mentioned in this kind of introduction is
relative to the one peculiar answer among many other
possibilities we gave to our basic question, and the process

of creating the scheme was not as simple as it has been sketched
here. Many people interacted through discussion, criticism

and suggestions in a complicated development that we will

now describe and justify later. We will try first to explain
the reasons for this complexity.

1.2 Special features of radiation parameterization

Among other parameterisations (boundary layer, convection,
condensation and precipitation, soil processes ...)
radiation holds a very special situation: it is not computed
in all cases, its impact is difficult to evaluate although
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it has no stability problems, and it needs a boundary
condition at infinity plus considerable climatological
data. All these features, which make a complex problem
of evaluating the quality of a radiation scheme, will be
detailed now.

First of all, the average response time of atmospheric
temperature to radiative divergences is far longer than those
of humidity to convection and rainfall and of wind to turbulent
mixing. The ratios are difficult to evaluate but probably of
the same order of magnitude as the ones between the renewal
times of internal energy by radiation and latent energy by
rainfall-evaporation (1/12) and of the former, and kinetic
energy by generation-disgipation (1/17). This means that

there is no reason to compute radiative flux fields at every
time step of the model, as is the case for other physical
processes. This is a fortunate situation in view of the cost
of radiative computations which is an order of magnitude

higher than that of the remaining physical package. Of course
this average situation is not true at the soil level and in

its neighbourhood if we want to simulate the diurnal cycle on
continents. We then have to find a process to simulate the
changes of the fluxes with temperature, solar zenith angle and,
if possible, cloudiness, without redoing the whole computation.
This is the time interpolation problem. The guestion of
whether it is worth doing or not is an important one. From the
radiative point of view there is no doubt that the introduction
of a diurnal cycle in the model will bring an improvement in
our tools for the study of the feed back processes between
radiation and other phenomena. TFor the dynamical results,

some experiments with other models show that its influence
should be little, but as already mentioned, the study of
parameters near the ground may be interesting for the users

if the global forecast has already shown a good quality.
However, this feature is easy to switch on or off and thus we
first want to try it in consistency with a boundary layer
formulation in which fluxes are dependent on stability.

The time spacement problem is closely related with a similar
one in space: 1if our simulation of the changes occuring between
two radiation computations with respect to prognostic variables,
such as temperature and humidity, is of poor quality or non-
existent, it is likely, with a small-mesh grid, that a
computation in each point does not bring any improvement against
one done only .in some selected points or with locally averaged
values. Due to advection, the situation in one given point

at the end of a period without radiation computation may be
closer to the beginning situation in a neighbour point as in
itself and 8¢ a wrong way of interaction with ampliciation

of small waves may be induced. So we have to choose a grid
size for radiation computations related to their time scale

and this probably implies, in the case of ECMWI dynamical

mesh, that we need a space interpolation procedure which of
course 1is interdependent with the time interpolation one.

This may be easy to implement in the Last-West direction

(we would have had to do it anyway in this direction to
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reduce the number of radiative points while going polewards),
but some difficulties will probably arise in the North-South
direction due to the simultaneous presence of only three
latitude rows in the memory. All this has still to be decided
as experiments with the whole model are necessary to do it.

One other special feature of the radiative parameterisation is
that its testing is rather difficult in practice. The effects
of radiation are either weak (in the atmosphere) but not
negligible because cumulative, or strong (at the soil on
continents) but periodical with partial compensation. Therefore
tests are very expensive, because for the first feature long
and global integrations are necessary, and for the second one

a sophisticated model for other parameterisations and a good
tuning of the soil parameters are needed to simulate some
locally observed situation with a one dimensional model. In
both cases it is impossible to draw conclusions from the
experiments without a good understanding of the main feedback
effects which took place in them,

This situation is very well illustrated by the example shown
in Figures 1 to 4 taken from Walker (1977). Four 72 hour
forecasts for the GATE area are characterised by the third day
total rainfall and they differ by the type of clouds (inter-
active) which are included in the radiation input. On the
continent the most important changes occur when layer clouds
are suppressed: the evaporation due to solar heating of the
soil is increased. On the ocean the removal by convective
clouds is far more important than the one of layer clouds:

the long wave cooling associated with the top of penetrating
convection columns enhance condensation. Of course there are
also interactions between these two kinds of behaviour but they
remain very easy to notice on the four comparative figures.

But this unfortunate situation also has its advantages: the
changes in temperature being either cumulative or damped there
is no stability problem for the numerical integration of the
radiative terms and they can be computed explicitly and without
limitation in opposition to all other physical terms: vertical
diffusion must be done implicitly, horizontal diffusion, though
explicit, must be kept within some limits, rainfall and
convection, if computed explicitly instead of diagnostically
adjusted, must not be allowed to go mathematically over their
physical sources and sinks. This difference can be explained
very easily: the atmosphere in general is far from its radiative
equilibrium situation but quite near to vertical neutrality and
to absence of clouds.

However, the main special feature of radiation is that it is the
only way the earth-atmosphere system can exchange energy with

the outside. This alone explains the necessity of introducing
radiation in a meteorological forecast but brings a technical
difficulty: the need of a flux at pressure zero which is an
undefined level at infinity. In fact the distribution of the
variables along the vertical creates a difficulty only for the
temperature: what shall we use as T« for the input of the
radiative code ? There are a lot of possibilities (extrapolation,
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Figure 1

INTERACTIVE RADIATION WiTH CONVECTIVE CLOUDS

LAPNQ: 5000
FORECAST: 72HRS. 10 127 7/ 9/ 7k

INTERRCTIVE RADINTION WiTH BLL CLOUCS

F AST: 72HRS. TO 127 7/ 9774

Walker, 1977
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Figure 2

INTERRACTIVE RADIARTION WITH LAYER CLOUDS

.10 -

TOTAL RAIN (Z
LEVEL: SURFACE

Walker, 1977
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Figure 3

INTERACTIVE RADIATION WITH CLEAR SKIES - -

EXPNO: 3000

ranras’

INTERACTIVE RAGIATION WITH CONYECTIVE CLOUDS

ExPND:  S000

FORECRST: 72HRS. 10 12¢ 7/ G574

e e NI
YT e TG L

Walker, 1977
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Figure &

[NTERACTIVE RADIATION WITH CLEAR SKIES - -

EXPNO: 3000

127 1/ 9/74

ROED EVERY 2LHRS.]

Walker, 1977
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"climatological' values, diagnostic or prognostic from the
fluxes, replacement of the temperature condition by a flux
condition ...) and, as already mentioned, the global model

is quite sensgiftive to this choice since differences tend

first to concentrate in the upper atmosphere. This because

the downward long wave flux at infinity remains zero whatever
T is and this parameter theretfore mainly works on the outcoming
fluxes ot the last layer. So with a fixed boundary value of
temperature a discontinuity arises and with an extrapolated
value there is a kind of instability which occurs if the first
layer induces changes quickly enough in the next one below.
Surprisingly, there is no report of a comprehensive study of
this problem by other modelling groups using radiation schemes
for global integrations (however, this would perhaps be useless
because the results must be very sensitive to the modelisation
of both radiation and other physical processes) and we will
have to find something suitable for our model.

The "mathematical’ question of temperature at infinity is
particularly annoying as we have no '"physical" guideline to
solve it buf there are a lot of other input-output problems
which, without this special difficulty, are also important

for the radiative computations. There is a lack of basic
information, both on climatological parameters and on the
signification of the communication between the global model

and the radiative scheme. The first feature is symptomatic of
all our difficulties: we must include the effects of ozone,
carbon dioxide and aerosols because they are important, but,
especially for aerosols, the knowledge of their global distri-
bution in space and time and of their optical properties is far
behind the level required to match the supposed accuracy of

the part of the code relative to data coming from the global
model. Tortunately, this problem should not be crucial for a
10-day forecast and our policy for aerosols was to include, in
an oversimplified manner, all their features which can have
some effect and to leave a few parameters open to allow tuning
with empiric goals (a change in the aerosol properties can
correct a wrong flux balance at the top of the atmosphere).
Although easier to study, the second feature may bring us more
difficulties than the first one. It is essentially related

to the clouds: for simplicity reasons we must assume that cloud
layers have the vertical extension of the associated model layers;
thus the cloudiness parameters must be more or less an expression
of the amount of cloud inside the layer and may have little to
do with the "measured" cloudiness, the real test of validity
being the horizontally averaged fluxes below and above the
cloudy layers for which of course very few measurements are
available. Also the way in which these fluxes will act on the
cloud processes by their divergences computed through the same
model layers may lead to a wrong feed back.

After this review of the special features of radiation
parameterisation we will express in the last three paragraphs
of this chapter the general guidelines which we have given
ourselves so far for the practical design and use of the scheme.

7

o

{
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As seen before, the time scale is mainly related to the
implementation of a diurnal cycle in the model. The question
is then how many computations per day are necessary to get
the main characteristics of the flux variations and allow a
satisfactory time interpolation. To evaluate the needs let
us take an oversimplified scheme: the fluxes are the sum of

a full time part which vary linearly with time and a day

time part defined by a maximum intensity and a proportionality
to the solar zenity angle. This latter having three degrees
of freedom we come to a total of six. This would mean six
runs per day, but if we consider that four of the parameters
cannot be determined at night, we come to eight computations
per cycle or to hybrid systems in which more computations

are done at day time than at night or the long wave and short
wave parts get different frequencies. Of course, this is
only a very schematic evaluation and the lapse time of three
to four hours should only be considered as an order of
magnitude. An interesting coincidence in the case of the
ECMWF model is that then the ratio of the radiation time

step to the dynamical one (about 15 minutes) would be of the
same order of magnitude as the ratios of time renewals given
earlier. Of course in the future if we decide to go further
on and to allow the incorporation of cloudiness in the time
interpolation process, the increase in the number of degrees
of freedom would probably make a reduction of the time lapse
necessary and therefore this improvement will only be possible
if the vectorization of the code has brought about more time
reduction than expected, which is very unlikely. One could
also think of a simplification of the code, but then the
cloudiness data must lose a good deal of their informative
value and we think that it would not be worth doing.

With a mean wind speed of 17 m/s a 4 hour lapse time gives us
a grid mesh of 350 Km and this means about 25000 column
computations for a one-day integration, which leads us to

the feature given at the beginning of 100 runs per second,
corresponding to a necessary vectorization improvement of 1.2.
The results for a 3 hour lapse time are 260 Km, 59000
computations, 240 runs per second and a factor 3, not out of
range. In practice the grid size will be dependent on the

one of the global model (about 125 Km) and the results above
show that it will probably be either its double or the latter's
product by v2 at the equator, with a decrease in the number of
computational points along a latitude circle when going
polewards.

A1l this will need confirmation by trials in the frame of the
whole model and we may have to change our point of view if the
interaction processes require it,
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1.4 Significance of radiation computatibns

First we should point out that the kind of significance we
are looking for is not exactly the same one as expressed

in the other lecture on radiation at this seminar. Some
features may be important for the accuracy of radiative
computation but have no influence at all on a forecast
because of strong damping by other phenomena and the reverse,
though unlikely could be true in some extreme situations.

It is certainly this notion of extreme situations which we
must always keep in mind when discussing significance: the
impact of radiation on long waves and zonal flow at a large
time scale and on micro-meteorology at a short time scale

has been recognized for a long time, but there seems to be

a gap between these two effects; however this gap does not
mean the absence of processes and the sensitivity of radiation
to clouds which are strongly correlated with synoptic waves
suggests that some interaction should exist at this level and
it may become important in some extreme situations. This is
confirmed by another example taken from Walker (1977) and
shown in Figure 5. Two 5 day integrations of nearly the same
model are illustrated by surface pressure charts, the only
difference being that the cloud input for radiation is

either interactive or climatological. One can see that the
main change is in the intensity and in the position of the

low pressure centres. In the interactive case the minimum are
somewhat lower and their displacement faster. The differences
after five days are of about a quarter of a wave length (see
in each picture the position of the centres on the other one)
and of 5 to 10 millibars. There then arises the question of
whether it is worth spending computer time for something which
will be useful perhaps only in a small number of situations;
but of course it is very easy to answer that these cases are
the ones the users are most interested in. All this means
that the scheme must be able to work appropriately in all
possible situations, regardliess of the chances they have to
occur, rather than having a good accuracy for some idealised
situations and using a schematic systemisation of the input
for adaptation. Once again we find the notion of generality
or, in other words, we have to allow in the model a maximum

of feedback processes governed by a minimum of free parameters
without overestimation of the input information.

A1l of this, however, is only necessary if the output of the
scheme can be used in a context which gives it its maximum
efficiency: for example, a diurnal cycle without a boundary
layer formulation where the exchange depends on stability
would be a waste.

As a conclusion to this chapter we can quickly consider the
input-output scheme of our radiation code which will soon be
part of a new physical package and which will be tested against
the GFDL one.
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Figure 5 _ Walker, 1977

5 Aays interactive

" days non interactive
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To compute radiation fluxes at the & levels from infinity

to the soil, we need the temperatures and pressures at the
same levels and the mixing ratios of carbon dioxide, ozone,
water vapour, saturation water vapour, liquid water and a
characteristic of the aerosol importance as well as the
cloudiness in the layers between these levels. The temperature
at the soil will be constant on oceans and the result of a
prognostic equation on continents, the intermediate temperatures
will be interpolated between the prognostic levels in a way
which has still to be decided and it remains the problem at
infinity. With only one moisture prognostic variable in the
global model, the mixing ratios of both liguid water and

water vapour and the cloudiness will be related by diagnostic
relationships, but it is still necessary to distinguish between
clouds and the outside in the radiation code. Other necessary
input parameters are the long wave and short wave albedos of
the earth surface, the solar irradiance (function of the sun-
earth distance) and the cosine of the solar zenith angle,
which we can compute from latitude-longitude and time. The
solar albedo of the so0il will depend on soil moisutre and on
snow height and, since there are few reliable global measure-
ments for the thermal one, some relationship between both

will be probably first assumed.

The computed fluxes will be used as usual through their
divergences for the prognostic equation of atmospheric
temperature and on continents the surface flux will be an
element for the computation of surface temperature. The
intermediate steps from the input to this output will be the
subject of the next chapter of this lecture.
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2. Proposed parameterization of radiation for medium
range forecasts

2.1 Introduction

This second chapter aims to describe and justify the radiation
paramneterisation work which has been carried out for one year
at ECMWF to get an alternative to the GFDL radiation package.
As described in the preceding chapter, some specific needs

of the medium range forecasting were taken into account and,
looking ahead to the period of testing which has now started,
the first version of the code was written in a very general
form to allow flexible use.

The main difficulty in describing one's own work is the
choice of the explanation method. One can either choose the
historical way and go through the diverse stages of the
development, or take the result of this process and explain
it globally, starting from basic theories or compare it
with a well known similar work. The first method may be the
most interesting one for the listener for its ''life'" aspect,
but it is very difficult for the lecturer to remain objective
while describing his choices without some explanation of
the rejected solutions; however, it would have required more
time than this nart of the seminar is worth and we rejected
it. The third method is the easiest one for the lecturer
and it would have been a good introduction to our last
chapter to systematically describe the differences between
our scheme and the GFDL one, but some listeners may not be
aware of the characteristics of the latter and we have
therefore chosen the second solution.

In doing so we must often refer to basic radiation theories
and the best and closest reference the reader can take is the
lecture given by Dr. C. Rodgers at this seminar, which we
simply refer to as RODGERS. We first write again the
radiative equation of transfer and then explain the few simple
hypotheses whose application to this equation allows a rather
simple solution of the three integration problems involved

in its solution, and this without any loss of generality.

Before referring in the next chapter to the influence of
radiation on dynamics, with some results of our scheme, we
present here four kinds of simple basic experiments: test

of reliability and sensitivitv with a generation of numerous
random atmospheres, radiative equilibrium experiments and
comparison of the results with those of the Manabe-MBller (1961)
paper, parallel with other schemes in test cases and finally
corparison with measurements of the scheme, used either alone

or coupled with a boundary layer model.

A1l these results were quite satisfactory, but the real test of
the quality of our scheme has just started: by experimentations
in the framework for which it has been designed and the first
results will be nresented in the next chapter.
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At a given frequency v we can write

Ty (Ey,u,0) ¢ o - E:EESEEQ_[S ie_tv/“o. (1)
vy = I (t ,u,0) an oV

0

arp+l
Po(t,, (M, 0,-Hg,0,)) + J I 1Pv(ﬁv,(u,¢,u‘,¢‘))-

Iv(tv,u‘,¢’).du‘.d¢'] — Ky (ty) . By (T(ty))

with Iv

SO\)

W

B\)

T

intensity of the diffuse radiation

intensity of the solar parallel radiation
at the top of the atmosphere. The multiplication
by e~y /Mo gives us the local intensity as
solution of the equation

ds,, (ty)

dt.,

for parallel radiation: - b = 8,,(t)

optical thickness of the atmosphere used as
vertical coordinate 0 at the top and
increasing downward

cosine of the angle between the direction of
radiation and the upward directed vertical

azimuth angle of the direction of
radiation
W oand ¢ for the solar parallel radiation

ratio of absorption to extinction
(absorption plus scattering)

function normalised to
and with axial symmetry:

scattering phase
the mean value 1

P(u,¢,17¢") = P(u.u'+(1-p2). (1-u'2).cos(u-uN)=P(cosd)
Planck function

Temperature

The four terms on the right hand side of (1) represent

respectively

The loss of energy by absorption and scattering

of energy coming from the scattered solar
radiation

The gain
parallel

The gain of energy coming from the scattering of
radiation from other directions

The gain of energy through thermal emission
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Supposing we know the vertical profiles of t,,, T, k, and
P,(cost) and the boundary condition for I, at the bottom
of the atmosphere (at the top §,,ly ¢, arc only dependent
on geography and time) we can compute I,, everywhere and
therefore the spectral upward net flux is

F,(t,) = Io(t,,u,¢).p.du.dé - p, .8,.€ o (2)

o
o ‘-1

A spectral integration allows us to compute our final
goal: the net upward radiation flux

o]

T(p) = | F,(t,(»))dv - (3)
0]

with p pressure as verticol coordinate

The signification of all the previcus eqguations and
definitions is more or less intuitive. For more complete
information refer to Rodgers.

The exact solution of the radiative transfer equaticn
involves three types of integration: over angles, over the
vertical coordinate and over the wave length spectrum. We
shall describe here successively the way of solving the
three problens arising from these integrations.

2.3 The spectral integration problem

We first suppcce that we can separate the whole spectrum
into two intervals: the long waves where we put S, = 0
and the short waves with B,(T) = 0. Because of the
difference between the radiative temperatures of the

sun (5750“K) and of the earth (254°K) this simplification
is very reliable.

Let us then suppose that we are able to do the necessary
computations to solve the monochromatic problem in both
spectral ranges. In order to avoid a great number of such
computations at different frequencies we have to find how
to determine and use t, k and P(cosf) representative for
wide parts of the spectrum. :

The solution of the moncchromatic equation being of negative
exponential type (as we shall see later on), the main
problem comes from thg highly non-linear nature of the exponential
. _atb -a, _~-b
operator: (as e r - e _te a strong and a weak
Y 2

extinction cannot be combined in an intermediate one): the use of
spectrally averaged coefficients of absorption and scattering

is only valid when the real coefficients have the same order

of magnitude throughout the considered spectral interval.
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We suppose that this is the case for cloud-aerosols
absorption and scattering (less than one order of
magnitude variation for the extinction coefficients)

and Rayleigh scattering (only present in short waves)

in a small number of domains (3 for long waves, 2 for
short waves) and we have grey effects except for gaseous
absorption in these intervals.

The experimental data were taken from ZDUNKOWSKI, KORB S
and NIELSEN (1967). '

The aerosols are included in the scheme more to give a
possibility of fitting the results of the model and to
smooth the transition between cloudy and non-cloudy
conditionsg than to represent the poorly known effect of
natural aerosols (the dynamical model does not give their
geographical distribution and their optical properties
are uncertain).

There is first a dry effect proportional to the quantity
of aercscls (given climatologically and idealised) with

a constant absorption coefficient throughout the whole
spectrum and a scattering coefficient increasing the
Rayleigh effcct and modifyving its phase funetion in short
waves. Furthermore, outside of the clouds, we assume
empirically an adsorption of water proportional to the
gquantity of aerosols and to U/(1-U) (U being the relative
humidity). The optical properties of this smog are the
same as those of clouds. We hope that the use of averaged
cocfficients for cloud and aerosols will not create a
bigger error than the error caused by the poor knowledge
that we have from their optical properises themselves.

The Rayleigh effect, although highly ncen-linear
(coefficients proportional to v*) is sufficiently small

so that we can choose enpirical coefficients for which the
effect of the first scattering is well parameterised (by
taking into account the zenith angle of the sun) without
having important errors for the subsequent scatterings.

An extra difficultv arises in the case of gaseou% absorption,
the coefficients depending strongly on temperature and
pressure. (There is also a temperature dependence for the
other effects in the long wave domains, due to the change
of shape of the Planck function with temperature. However,
it can be well parameterized by a linear dependence of the
spectral cosfficients on the inverse of temperature). For
the gases, their line-type absorption smectrum obviously
makes the averaging of coefficients hopeless, since strong
absorption and no absorption at all are present together in
the same parts of the spectrum.

We must therefore use empirical transmission functions for.
the gases. The theory of gaseous absorption

(refer to Rodgers) shows that these transmission functions
can be expressed over some snectral intervals as the product
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of the individual transmission functions for the different
gases; but we can groun the eftfect of 2ll the gases which
have a constant mixirng ratio throughout the atmosphere as
if it would be the effect of the most important of them:
COg. 8o we have only thrce gases to consider: water vapour,
ozone and carbon dioxide.

Furthermore, we shall use for each of them the two parameters
scaling approximation (Curtis Godscn approximation): the
transmission function is expressed in terms of the unreduced

amcunt of absorbaer u =erp (r being the mixing ratio of the

L3

gas) and of the reduced amount u, = rp//Tdp. (The dimensions

v

of u and ., does not matter; the vroduct with absorption
coefficients has onlyv to be dimensionless).

Tor a narrow spectral range one can compute the transmission
T from :

_ al »
- N T o= + cup (see NONGERS)Y  (4)

TR A
vithu® /u,

The term cu,, represents the absorpiion of the continuum; for
weak absorption the first term on the right hand side of (4)
becomes au and for strong absorption avu,/b. These two
formulations are the ones given by the theory of band
absorption. “The coefficients a,b and ¢ depend on temnerature.

By analogy to this form we choose an empirical transmission
for the five spectrzl domains or for sub-intervals of them as

1
T =
. ! : - T“(L% o, 0,0 Yrco, Yo, 1 )
Hpo, Coz, 05 |[1+—8E _ dcu,. | £ H 0, rH,0,%0, rC0,, 0, ro;
Vitout/u,

a, b, ¢ depending linearly cn 1/T are fitted to experimental
data.

But to use these transmission functions we need to know the
encountered unreduced and reduced amounts of H,0, CO, and O3

along the different radiation paths. We can reduce our search
to the evaluation of the mean value for each of these 6 amounts
and introduce them in the transmission functions. Since these
are still non linear we make there an error but a smaller one
than by averaging the coefficients a priori.

Let us see in detail this evaluation in the case of short wave
radiation. We first make a monochromatic computation without
any gaseous absorption, the resulting flux at the reference

level being I'y; the way this result is obtained will be shown

in part 4. F, can represent either the solar paraliel flux or
the upward or the downward diffuse flux. DNow we add each gas
(0, COq and Og) in both reduced and unreduced amounts (6 cases)
with an arbitrary but very small absorption coefficient kj; the
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the intensities replaced by the fluxes (explanation in
Appendix A),

2.4 The vertical integration problem

Following the principle expressed in the previous chapter we do
not try to extract more information from the input

parameters than they can give us. Therefore, we suppose

that each layer is a vertically homogeneous absorbing and
scattering medium and as an interpolation assumption that

in each spectral interval of the long wave domain the

Planck functions vary linearly with the optical thicknesses
through every layer.

We make now the so-called Two-streamn Eddington approximation.
At each level both upward and downward diffuse radistion
fields are hemispherically isotropic (I depends only on the
sign of u).

We can now compute a matrix solution of the radiative
transfer eguation for each layer: the outgoing fluxes depend
linearly on the incoming ones and (in the long wave domain)
on the black body fluxes at the boundaries.

Sy ] a; o o] s, 1 t for top b for bottom (9)
) L
Fiol = A 34 agl - Flb S solar parallel flux
F & ‘ F s Cupwe iffuse flux
9% 3 A5 2 FZt 1 olar upward diffuse flu
i » A L.
F2 " downward " "
and
T ; B i3 . 1 ux
1t b1 b3 le b5 b7 ﬂBb 1 thermal upward flux
= + . (10)
! I b b 7B n e r
T2b b2 b4 EtJ [we 8| ?JIQ downward

See appendix A for the computation of the a and b coefficients:

The b cocefficients are functions of - the optical thickness of
' the layer At

- the ratio absorption/
extinction k

- an integral factor of the
phase function:

27 {1
T AT Lp 0y 6,0 60 Yanasdnde!
J ] 8m?



-296-

result is F. We can say that the mean encountered amount
of this absorber YPF u; is given by u; = %; Fo-Fi  (5)
(From Fi = I'je /(1 + k:u.)). TFinally we compute

i
,1 1,6).

o=

the real flux with F = FO.T(

In the long wave part of the spectrum the problem is more
complicated. There is not a single external source but
every absorption is accompanied by an equivalent emission
depending on temperature through the Planck function.

Hence to evaluate the amounts of absorbers we have to
compare runs with and without gases in an isothermal case
(only the optical thickness matters, not the Planck function
which is B* throughout the atmosphere). Ve get the fluxes
(se¢ part 4 again) ¥ * and I, * (either upward or downward
diffuse fluxes) -
Lo Fo*-Fi* (6)
K,

1 Fi*_.qTB*

u*; is given by u*; =

F_*k_qB*
A Jo . - k i u i -———-———“—-——_——O
(From F;*-np* = (FO*—WB*>'8 btoe 1+k uy )

and we get 1% (u*i,i = 1,6)

The ratio F*O/WB* is the emissivity e* in the isothermal
case without absorber.

We need then to compute the flux FO in the case without
absorber but with the actual temperature state of the
atmosphere. There B is the Planck function in the
reference level.

Finally we compute the real flux F by making an analogy to
the short waves. We had there F as the result of the
transmission without scattering of Fo, through a layer of
transmissivity 1. Here ¥ is the result of the transmission
through a layer of transmissivity v = t* with, at the origin,
a flux Fy provided by an emission with emissivity e = e*.

For the computation we suppose, as we shall do in each case,
that the Planck function varies linearly with the optical
thickness taken as vertical coordinate: t = _gppt*. We obtain

F = ﬂBr+(FO—FO/E*).T*+(FO/E* mBL). (t*-1)/nT* (7)
when we integrate the simplified version of (1).

dr .

45 = F-"B = F-n(B,*B't) (8)

in which the scattering effects have been suppressed and
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The a coefficients are funcitions of-
the same parameters and of -~ the cosine of the solar
zenith angle Mo

- a second integral factor
of the phacse function
depending on Ug

2m {1

I
av]
~
!
ho
@]
le
o]
p—
Q.
=
o
<

41

A3<UO>

O O

To compute the mean encountered amounts of gaseous absorbers
we should recompute 6 times the a and b coelfficients. Since
the changes in optical thicknesses ki.mI are arbitrarily small
we can avoid this amount of new computations if we take
analytically the derivative a' and b' of the coefficients

a and b with respect to the absorption optical thickness (kAt)
under the condition (1-k).t constant.

The new a and b are given by a + a'ky u; and b + b’ Esoug

B for the computations of the a' and b’

Lach layer is thus characterised in each spectral interval
by 30 coefficients.

A little supplcuentarv treatment is needed when we have a
cloudy layer with partial coverage. We ccrpute the a and b
coefficients for both cloudy and clear parts. Then we
distinguish two cases. If the layer is alone between two
clear sky lavers, we simply do a linear combination of the
coefficients with the amount of cloudiness and its
complement to 1 as weights.

If there are several adjacent cloudy layers, building a
so-called ''cloud'" we compute the coefficients which, if

the layers were homogeneous would give the same results

as those obtained in the following way: we suppose that

the overlapping of the adjacent cloudy parts is maximal,
and so we have n + 1 vertical distributions of cloudy and
non-cloudy parts (n number of laver in the cloud); we
compute the results inside the '‘cloud" for each combination
for arbitrary incoming fluxes and finally combine linearly
the results with the weights given by the geometry of the
"cloud" and eliminate the arbitrary incoming fluxes from the
equations. (See Appendix C)

1, for each case (with and

without gaseous absorption, isotherm or not) we have the

a and b coefficients of each layer, we can compute all the
fluxes through the atmosphere as resulting from a linear system.
(An example can be seen in Appendix C).

When in each spectral interval
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For this we only need the boundary ‘conditions which are
for short wave fluxes:

Se given by astrcnomical considerations
F?,oo = 0

¥ = AL F + A'% (uo)sS

“1z=0 22=0 (wols,

A% and A'Z ground albedos for
diffuse and parallel radiation

and for long wave fluxes:

EZm = 0

Fipoo = €MB,_o + (1-€)Fy, o

e emissivity of the ground.

(We suppose for simplicity that Af, A'% and e are the
same in the different spectral intervals). ’

2.5 The angle irntegration wnroblem

As seen before, we make the hypothesis of hemispheric
isotropy. Therefore we need a magnification factor for
diffuse fluxes vhich multiplies the quantities of

absorbing and scattering media computed for a vertical

beam. For all effects except gaseous absorption we take this
factor equal to 2. This value is the one for small effects
as seen in Appendix A. We choose it because the involved
effects are either small (outside of clouds) or strong

(in the clouds) and then the fluxes do not depend. on the
gquantities of acting media any longer. For gaseous
absorption we have two different factors: 2 for the unreduced
amount of gases and 25/16 for the reduced amounts. This
later value is the one we obtain as a limit for transmission

zero in the form T = 1/(1+a/U7B) (see part 3).

Thus our magnification factor diminishes with increasing
absorption as it is the case in nature. The usually accepted
value of 5/3 falls between our two values.

As all our computation of a and b coefficients are done with
the magnification factor 2 we need to correct the quantities
kj.u; for reduced amounts of absorbers. We multiply them by .
a factor 25/32 for the linear computation of the coefficients
ag .7 and bl‘.,8' For the coefficient aq we have no

modification to do since it concerns a parallel beam. For ap
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and ag we assume (only for this purp@se)"that there is

only a single scattering taking place in the middle of
the layer. On the way in we have a path length
proportional to 1/u_ and a multiplying factor 1. On

the way out the patg length is proportional to 2 and the
factor is 25/32. So our final factor is '

1 25 1
(ﬁOa (1) + 2 . (3‘2))/(50+ 2)

2.6 First results of the model

It should first be noticed that the empirical transmission
functions for gases used here are not yet definitive (there
is no division in sub-intervals and we have still to
introduce the self broadening effects) but they already give
a good idea of the possibilities of the scheme. For the
basic data which help us to determine these functions we

use McCLATCHEY et al. (1973) and VIGROUX (1953).

There are two determinant assumptions in the model, the

direct use of a multiple scattering method instead of an
emissivity type (with mathematical separation of scattering
and absorption as, for example, in the GFDL radiation

scheme), and the simplification in the long waves

£ = £¥ 7 = 7% which is in a certain sense the equivalent

in our formalism of the so-called "cooling to boundaries”
approximation. (In the latter approximation, for the
computation ¢f the fluxes at a given reference level one
assumes that the atmosphere is isothermal with the temperature

of the reference level). (See Rodgers).

We will try here to justify these two choices by showing the
influence they have on the results of the model for a great
amount of possible atmospheric configurations. We apply

our model to a set of 142 atmospheres (with 15 layvers) whose
characteristics of temperature, humidity and cloud coverage
are randomly distributed around reasonable profiles (see
Appendix D) with the help of the random number generator of
the computer. The distribution of the solar zenith angle

is also random between -1 and +1, The values for ozone and
carbon dioxide do not vary and are taken from observations
(McCLATCHEY et al., (1972)). The number of 142 is the one for
which the averaged results have the best flux balance at the
top of the atmosphere (net flux as small as possible) for a
computing time less than 1 minute.

It is interesting to note that this is accompanied by a
good cooling-heating balance at p = o too. This can be seen
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on Fig. 1. In this figure we have computed the resulis of
cooling-heating rates of the model (full lines) and of a
modified version in which there is no more scattering of
the diffuse radiation (Al = 1 in Appendix A), for long
wave and short wave separately and for their sum. At the
top and the bottom the net fluxes (in W/mz) are indicated.

‘One can see that neglecting the multiple scattering leads

to errors of the order of 25% for the divergences and of

50% for the fluxes (relative to the values of long wave Or
short wave fluxes before they cancel by summation). Although
the errors are larger for short waves than for long waves,
these latter are still important, particularly in the middle of
the atmosphere where both differences are additive, whereas
in the boundary layer (with more long wave cooling of the
last layers without reflection of "warm' radiation from the
upper levels) and in the stratosphere (with the short wave
absorption by ozone of multiple-scattered radiation on its
way back to space) they tend to cancel each other.

Considering only the results of the model for the net radiation
we can see an important cooling in the boundary layer, an
almost constant cooling rate throughout the troposphere,
another increase of cooling (it will create the tropopause
which does not exist in our data) at the bottom of the
stratosphere, and finally, as already pointed out, an
equilibrium at the top.

However, at p = 0 both long wave and short wave fluxes are too
low (right value = 237). This is probably due to the absence
of a positive lapse rate of temperature in the stratosphere
and to a too high liquid water content of the clouds.

For the second point mentioned above, thore is no possibility
in the framework of the code to see what would be the results
with temperature dependent emissivity and transmissivity.
However, it is possible to compute the changes in the fluxes
for small k; coefficients in the real temperature state of the
atmosphere as we have done for the isothermal case (with the
use of a' and b' coefficients). Therefore, we can compare
these tendeucies with the one predicted by the model when

1

1 + ki u;

T* = in equation (7).

For the same set of 142 random atmospheres the correlation
coefficient between the two sets of results is 0.838. This
result might be improved by using real data where the temperature
profiles are probably more regular than the one we get from the
random generation. However, it seems already worth doing this
hypothesis considering the amount of integral computation which
is saved (instead of wvarying with the square of the number of

_ levels, the amount of computation for long wave fluxes varies
"with this number itself).
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In order to compare our scheme with that used in the GFDL
medel, we recalculated the MANABE-MOLLER (1961) experiment
on radiative equilibrium. The resulis are shown on figures
2, 3 and 4, corresponding to figures 12, 14 and 15 of the
original paper. There are two input elements in our scheme
to which the results are quite sensitive and which are
unknown to the M.M. model: the emissivity of the soil and .

the saturation humidity (for the aerosols). We took

arbitrarily the second from the standard atmospheric

temperatures and the first egqual to 0.99.

The scheme used here is not exactly the one described in the
paper, since we had to suppress the dependence of the
coefficients on temperature: for very low temperatures,

some of them become negative and even if we set them to
zero, this creates a computational instability.-

On Figure 2 we can see that both schemes agree well in the
troposphere, but that the stratospheric results are

totally different. Furthermore, our scheme shows a very
strong boundary effect (which in some extreme cases can

lead to an inversion). However, this is a consequence of
the strong boundary cooling already noticed in Figure 1

and which is an observable feature (sece for example GAMP and

Figure 2

20 4

— «— —— Manabe M8ller

Described Scheme
ICAC Atmosphere

— Modification of the
ozone transmission
function

100 A0 290 570 9en ~an 20N Tow]
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HEINRICH (1976). Thus we can already sayv that, if our
scheme is to be used in =z dynamical-physical model,

this latter must have a treatment of the boundary layer,
including the effect of stability in order to avoid the
creation of too strongly unstable temperature gradients.

In Tigures 3 and 4 we investigate the effect of a change
only in the absorber quantitics (3: ozone - 4: water
vapour without change of the relative humidity) on the
equilibrium conditions. The same remarks as for

Figure 1 apply, but our scheme is more sensitive to water
vapour and less sensitive to ozone than the M.M. one. The
most important thing to notice is that the effect of the
changes is more local in the M.M. case and spread throughout
the atmosphere in our case. This will lead to a stronger
computational stability in our scheme which is already
proven by the fact that our critical time sten for the
computation of radiative equilibrium is about & to 16
times larger than the 12 hour time step given by M.M.

This difference of behaviour of the two schemes probably
lies in their basic conceptions: - M.M.'s computes exactly
what happens for a unique and a priori idealised photon
path

-~ OuUy Scheme takes into

account all photon

2ths but only

Figure 3
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makes computation on averaged properties. Therefore

every input parameter has an influence on every flux

but strong local effects are somewhat smdothed by the
averaging process.

The M.M. results have stratospheric values of temperature
closer to the observed ones (represented in Figure 2 by
the ICAO Standard Atmosphere), but our model has better
lapse rates. Which of the two solutions is the more
realistic is difficult to say, since the other physical
effects will change the conditions of the equilibrium.

We can explain the discrepancies in the stratosphere with
three reasons

- our model does not separate the effects of the
ultra. violet and visible absorption bands of
O3 (it will later) and therefore our heating
rates are too low above 23km. and too strong
below. A test with a transmission function of
a different type but taking into account both
bands gives us an evaluation of the error
(Figure 2).

Figure 4
z[km]
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~ The GI'DL scheme has an upper boundary condition
dF/dp = 0, which we cannot introduce in our
computation since our temperatures are not at
-the same levels as theirs. (This feature also
creates for us numerical problems for the
computation of a convective-radiative equilibrium
with a free soil temperature and this explains
why we have to limit our present comparison to
the first of the GFDL papers on equilibrium
temperatures). In any case, in MANABE and ,
STRICKLER (1964) with new *transmission functions
the stratospheric temperature and lapse rate are
reduced in a slightly different experiment (free
soil temperature as only change of conditions:
Figure 1 of the M.S. paper).

- As already seen, the temperature effects are less
local in our computations than in I.M.'s. This
can also be seen if we compute a convective-
radiative equilibrium with fixed soil temperature.
The effect will not be a convective lapse rate
extended until it reaches an unmodified radiative
eguilibrium, but rather = displacement of the whole
stratospheric profile (See Figure 5).

z[km)
Radiative eguilibrium
Convective-Radiative
equilibrium
Convective-Radiative
equilibrium with
temperature dependence
of coefficients

0 s

160 180 300 TI°K]
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With these higher temperstures, however, we can return to
our original modcl hy veintroducing the dependence of
coefficients on temperatuve. We then get a better
stratospheric lapse rate and, for the first time, a well
defined tropopause (see igure 5 again in which all three
curves are compt:led with the modified ozore transmission

fonction).

This part of the work was not done at ECMWT but by BLONDIN

(31977) using our mwodsl. The first set of experiments i

a comparison of long wave cooling rates to the one computed
by KATAYAMA in threce situations with the sazme temperature
profile but with different moisture »epartitions. The results
are shown on Fipure C. lLixcept between 600 and 700 mb., there
is a very good similarity between the profiles although our

;Figure 6
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results are alwavs soneowhat smolleor than those of KATAYAMA.
The crossing peoint betwoen curves I oand IIT in our case is
not at the tropopausc bhut 100 mbh. IOW“T’ this is the SLgn,
as in parvagraplh G, ol a differcent type of sensibility to
changes in absorber quantities.

The sccond tesl case is tre best Inown one for radiation
studics: the tropical stmosphere of LOIDON (1952). Our
resultls for Llhe long wave cooling are plotted against those
of five other models: FLSASSER (1042), DBROOKS (1950), '
YAMAMOTO (1952), YAMAMOTO and ONISHI (19523) and RODGERS

and WALSIAW .(1966). The same situation o5 in the previous
example can be noticed for the upper atmosphere with tco
little cooling, but we have a far too high coonling rate in
the lower troposphere whivh inay he due to the inadeguacy of
our temporary transmis~ion functions to great cuantities of
water vanpour The mog ( interesting comparison is with the
ROﬂGﬁfﬁmmﬁuSZAW model which is The most comprehensive of
all: although with diffoerent cepsities we can find in our
curve all the =small scale I re:a of the R-W one (zea for
example by 2, & and 13 km.) 1ie proves LL&b ouxr

Figure 7
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the vertical integraticn does not

emall scale phencmena and that our

the empirical transmission functions
se them.

direct measurements

We also tried our model against "real" situations,
although it is very difficult to find a case for which a,
comparison can be significant: for one single experiment

the measurements are not accurate enough and for a more
TO &

compiehensive comparison all elements necessary
This is the case for the

simulation are seldom published.
results shown in Figure 8 where we conpare a meau of measured
fluxes with the results of our computation from the mean
state of temperature and specific humidity. The data are

~-Figure 8
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taken from KANO and MIVAUCHAI (1977) and the
net long wave fluxes in

fluxes are

cloudless cases. test with

A

our random generated atmospheres shows that the non
linearity of radiation processes cannot account for the
whole discrepancy seen here, which unfortunately is
exactly the opposite of the one observed in Tigure 7:

we now have too little cooling in the lower part and too
much in the upper part of ithe troposphere. Therefore
some tests against other measurements will be needed to
sort out this problem. The only positive point about
tnis experiment is that the order of magnitude of the
fluxes at the bottom of the atmosphere is right.

This is even more true for the last experiment we will ‘
present here. The planetary boundary layer parameterization
proposed by J.-F. LOUTS (1977) and our radiation scheme were

w
coupled to try and simulate the diurnal cycle observed in
the O'Neill Nebraska experiment.  Figure 9 shows

a comparison of the computed net fluxes at the surface and
of fluxes measured by two different experimental systems
Of course, most of the credit for the quality of the
simulation is due to the PBL formulation but the gcood

Figure 9
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accuracy of fluxes at the ground was certainly helpful.

Of course, all comparative results presented here were

for cloudless atmospheres, which is the most disadvantageous
case for our scheme; but we could not find a reasonable

case for testing our cloud inclusion in the scheme.
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APPENDIX A

Calculation of the a and b coefficients introduced in 2.4

We consider one layer in which the optical thickness t varies from
0 at the top to T at the bottom, k and P (cos®) are constant and
B is linear in t.

We write the eqguation (1) in the form

aI(t’u’(b) = j I(—t:u:q)) - .1:_:_1_{. I -P(U,¢,—U 3
ot u [ 4t { © © ¢O>

S D(u,6,u7,00). I(k 1,60 ).du' g ] - kﬁ(t)]
o |~1 /
We suppose the radiation field hemispherically isotropic
with 14 (upward) and 15 (downward) and we apply the
operator 2mi+1 :
u.du.dé to our equation:

Jo Jo

2n 1 2r il
I _
ijffl«[ pLdu.do = Ij_(f,),{ [ dp.d - 1_4 k1.
0]

dt m
o ‘o o
2ﬂf1 ‘ or(1{2w {1
- 3 — 1 "‘_k° t ?
J P(H,QL’; uo,ﬁbo>.dUuQ¢ —‘ZET—*—* Ii(t) JIP(H,d‘,U , § ).
0 ‘o 40 ‘o0 ‘o
1 - & 2nf1{2n (o
du’.d¢’.dp.d¢ - = = I (t). J P(u,¢,u',¢").dp".do".du.dd
0 JoJdo J-1 | ‘

an {1
- k.B(t). dudd

jo jo

2n ({1
But we have Fi = Il,u,duud¢ = 7l Fo = mi,
o o
. Therefore o
2r 1 Zﬂ{l
dff, ¢t 1 -k .
——-%—é—l = F(t). |2 - ———-—E—m-{ Pu.o,ut,0").
47 J
o jojo Jo
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2n1i2v(o

du'.d¢'.dp.de| ~ Fo(t). =k, P, g, ) dut L det L du. dd
42
o ‘1olo /-1
| L on (1’
- I (t). _._.._—..__.(_- - I _ R
o i P(u,d,~uy,6,)dp.dé 2k.mB(t)
o jo
(27 [0
Similarly with the operator K.du.dé
' JRY J'"l '

. fer [ n [or |
ar.(t) 2r{o (2w (1 ,
2 T ]E‘i(t).[1 - k. P(u,@,u'{¢').du'.d¢'.du.d¢

dat 4m ‘ JO J~1‘O JO
i f2n{o [27 (o ' ST .
~Fy(t). |2 - }_:_2_15 : P(u,¢,u',¢").du'.d¢".du.dg
~ 4 0 U*lJO J*l i
27 {o . : :
1 ()= k CPG, 0, mu b)) dn.dg |+ 2kTB(t)
(0]

47 -1

But since"P(u,¢,uv,¢n)'= P(HU'+/Q1“U2)(1“UL2)-COS(¢“$'))

= P(~#,¢,~u',¢') we have

2 [1{2m 1 | ‘ 2mio 2T [0
PCu,¢,u',0")dp'.do'.du.do =

0 040 0 0 --1 0 —
du'.d¢'.dp.de
On the other hand | .
2nll{2n (o ’ » . 2m{o (27 (1 :
P(,d,u"',¢6"') dut.dé'.dp.do = P(u,o,u',4")
o |-=1lo Jo -

o jojo |-1

du'.de'.dy.do

_ So we can write
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drq(t) . V
BT alFI(t) - u2F2(t) - qSIO(t) - 2kTB(t)
dFo(t)
ar = agll(t) - ale(t)_+ a4IO(t) + 2knB(t)
onf{il(2n {1 ~ 2n{i{2nf{o
Since Plu,¢,u',¢0").du'.d¢'.du.do +
0 jofo {0 o jojo -1

om (1 2wf+1
Plu,¢,u’,¢").dp'.do'.du.d¢ = Plu,o,u",¢").

o jojo -1

2m i1
du'.doe'.du.d¢ = amdude = 8ﬂ2
o jo
and
for (1 Cf2n o
P, 0, Mg, ¢0) . du.do + P(u,¢,-Ug,dg) -du.dp =
jo Jo o Jj-1
fom (1
P(Uyq):_uo:q)O)'dU»dd) = 47

JO J-i

We get for the equations and the definition of their
coefficients ‘ :
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oy = 2(1 = (1 - K)A1) ay = 2(1° - k)4, with A; + Ap = 1
@3 = (1 - kK)Ag(uy) 04 = (1 - k)Ag(up) with AB(“O)+A4(“0)51‘
dFy (t) L o
—qt = @1(Fy(t) -TB(t) - ag(Fg - TB(t)) - agly(t)
ég%iil = ag(F1(t) = mB(1)) - ay(Fy - 7TB(t)) + agly(t)

—t/Uo
Io(t) = I5(0)e

A. Long wave case

Io

i

let us take Fy*
dF{*(t)

dt

we have

S dF* (1)
Tdat

let us now take
dFl**(t)

we get
& dt

dFg**(t)
Tdt

a) General case

We combine both eq

B(t) + B't

il

B

0 o

sk

Fq

Fl-—j‘]TB Fz—'lTB

alFl*(t) - aze*(t) - B!

QZFl*(t) - alFl*(t) - B’

F

o= Pk~ TB'/(ag+0g);  Fo'l'= Fo*+uB'/(ag+ag)
a1F1*¥(t) - agFa**(t)
agF1**(t) - agFg**(t)

01 7 ag

uations in

d o : :

gt (Fl** - BFg**) = Fl**(al - Bag) - Fz**(“z - BGy)

The homogeneous solutions are obtained for 9 9

ag - Bul 9 1 + al - Otz
= ——— - 2 = =
. B 'G,l — Bocz B uz Bd,l + uz 0 B CX,2
= Vo 2 - ¢ 2 = _1
let us take ¢ al o, By = %, By = " = 1/31
2
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We obtain %f (T % = ByFosk) = e(F* - BlFé**) =>

et
Fl** - 81F2** == Cle

%t (Fl** - BZFz**) = — g (Fl** - ngz**) =>
*% » kk o o o ET

t

€ et
P - Bpe e C,8 e/ (8, - 8

* %
F2

1

@legt - Cge”et) / (Bg — B1)
With the boundary conditions

cT

i

CiByefT — Copye” (By - By) Fy**(T)

5 - Cy

it
—~
™w

Do

Hence our equations are

lal

o . ) , = - o koK eT ~ed
},1*2(0) - ((BZ _ 81)}?1*><<T> + (eLT - e ET)E2FP(O))/(826 Lo 810 £ )
. eT ~gT T —-
F FH(T) = (e - e T FE(T) + (By - B4 )Fo*%(0))/(Bge® - Bye €Ty
_Therefore
2
b b 1-fy
= =T
L T
171 2 5
€ = Jaq 7 Go
1 - le
b, = b,y =28
2 3 1 1 - (@11’132 81 = (OL]_ - E)/OLB
1 - by * b, Tq = e €T
b5 = b8 = - by
(al + Gg)T -
Lo . . 1 -~ b1 + b2
6 7 2 (aq + ag)T
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b) Case without absorption

al = a5 = Q <=> k = o
dr, ** - ~ dFg**

With the boundary condition C = .Fy*¥*(T) - Fo**(0) - CaT

It

Fl**(O) (Fl**(T) + @T.Fz**(O))/(1+ al)

Fg#*(T) = (aT.Fy**(T) + Fp**(0))/(1 + oT)

therefore by = by = 1/(1 +aT)

b2 = b3 = aT/(1 + aT)
b5 = b6 = b7 = b8 = 0
B. Short wave case
B(t) = 0

The parallel solar flux S is given by S(t) = Uo‘Io(t)

_ -T
From the equation for narallel radiation a; = e /vo

and ay, ag, ag, ay have the same expressions as by, bg, by, by

since a diffuse radiation cannot become parallel again.

If S = 0 we have the same equation for Fy and Fqg as in the

longwave case for Fq** and Fg**

Let us try to derive the same expression valid for any S

© = 7§ ,
Fio = Fp - v4S

=
o]
n

2 Fo = vg8
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dF1® B . o . ) a | % ,
—*a—;c-‘-— == C‘Ll 1 - Ctzr2 + IO(Yi -+ 1\{11’0 - L«z",z}_low OLB)
Egaﬁ = 0oF @ - . F,® + I _( + o - o Fay)
ar 2 142 olY2 2¥1Ho "1V 2o 4-
We seek Yq and Yo so that yl(l + uluo} - Y2u2uo = Og
Y1%gHg T ¥Yg(l ~ oqug ) = B
The discriminant
. 2.2
of the system is 1 - a12u02 oo H, T = 1—s2u02
a) General case Elg # 1
- - - ) + J
y o 287 Polty¥3 * epty) .4 Mg (ol * a0
and ey = mRgyy - oagvyRg t vy
A3 = -ayY¥o ~ A5Yq33 * Vaolq
b) Resonance case el =V1
We no longer have a solution with Ty and 1o constants.
We seek now solutions with Yy = Ylo + Y'i(t/”o)
and Yg = Yoo Y o(t/ug)
The equations are now
(O vyl (1 v aqu) - (7.0 F vyt .
1 1”0) (1 aql,) (vqy nguo) AU, = Og ¥ {1
o t t
(‘Yl + Y'iﬂo)"OLZUO + (Y2O + Y'g EO) (1 - Cxiuo) = -0y * Y'g

<

-YY

H
1 a’2uo 1 - C\:iuo “Ct4 -+ '\{‘2

_.azuo O{‘S -+ Y'l

\]

l"‘l!
+
)
et |
=
O
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We obtain ‘y‘l =

~0g Ho(a1a3‘+ u2a4)
2

ag * 1p(agay + agag)
2

The choice of one of the two y* is then arbitrary.

Among

the infinity of solutions the most symmetrical one is

co- oy 21%3 T %% o o %1% T %otz
¥y o 2 To =g 2
We get the results
g = - agY, a4 (Y1O + vy T Jag + YlO
Ho
- e T
ag = - a4y20 - ag (Ylo +v'1 T day +(¥q +Y'2_ﬁ,)a1
UO O




-319-

APPENDIX B

Calculation of the a' and b' coefficients introduced in 2,4

A. Long wave, general case

Our three input parameters are T optical thickness

w = 1-k single scattering
albedo

and Al integral factor of the
scattering phase function

Let us symbolise by D the differential operator d( )/ d(kT) with
(1-k)T constant. (kT is the absorption optical thickness which
will be increased and (1-k)T the scattering optical thickness
which will not be affected in the process).

We have DT = 1 DW = -W/T and DA1 = 0

The expressions for the computation of b1 and b, are:

2 — .

aq = 2.(1 - w.A) ag = 2.w.(1 - Ap) e = /512 _ a22
B = 6y - )y = e
f1 =t (- 812)/(1 - 51?T12> by = 01.(1 - Tiz)/(1 - 81?712)

A differentiation step by step leads us to

o ~ b 2 2
b'y = Dby = (4874 Tz - 9(1 + Bilez)albi)/(g(l - Byt )
: _ 9. 2 2_ 2
b’y = Db, = (4B4T,a4by ~ 2(1 + 8,21 %) ?2)/(6(1 - BT TN

For the computation of b5 and b6 we have

A= 1/((@1 + 09).T)
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The result of the differentiation is-here

2
b's = Db = (b'y ~ b'y).% = 2.27.(1 - by + bp) - b'y

Hi
il

b'eg = Dbg = (b'y = b'g).A + 2.22.(1 - by + by) ~ b’y

B. Long wave, case without absorption

Although we know the formal expressions of byand by we can
no longer take their derivative as in the previous case,
since the introduction of a kT is in contradiction with the
conditicn k = o. We must therefore compute a limited
expansion of by and bg in the neighbourhocd of the values
obtained for k = o.

We have, for the input parameters, with kT = x

T = To + X w=1-x/To + xz/Toz... Al constant
We get with u = aT
by 1 (1 - x 8+ 8u + (8/3)u2

T T+ u 4 + 4u )

. S 8 + (16/3)u
by = 1 +u (1 - x 4 + 44 )

Thus:

) ' 3 o 2 o

The results for b's and b'g are the same as in part’A.
S with A = 1/(2u)

Thus:

! = ) ! = + 4
b, = b, + 2b,/3 b b, + 4b,/3

C. Short wavé, general case

We have two supplementary input parameters. po cosine of
the solar zenith angle and 1ts dependent integral factor of
;the phase function A3(po).
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Both of them are unchanged in the differentiation
process Duo = 0 DAy = O

The results for a', and a'y are the same as those for
b'l and b'g

As a4 = e“T/Uo | a'y = -~aq/ug

The expressions for the computation of ag and ag are

a3 = whjg 0y = w(l - Ag)
. (cgog * agagiu, - ag (aqay, + agagluy + oy
1% - L - o202 fo = - 2 2
O i - € Hg
22 = -agYgo - Ay¥yaq - Yq a3 = -84Yg — AgYqA7 ~ Ygiy

Thus to compute a', and aYS we only need to know DYl and
Dy .

The differentiation step by step leads to

2

: 4 2
Ho

)

it

Dy y1(2u02(2a1~€2)/(1~82u02) - 2)/T - a3(2uo~i)/(T(1;€

1

1 o)

2 2 2 2
DY, = 20— - -9 - (T{1-
‘ 5 Y2(2uo (200,-¢ Y/(1-= u_ ) /T 04(2Uo+1)/\T( o Uo )

and finally

a'g = -a'gYg = agDyy - a'yvyay - ay(Dyqay + vqa'y) + Dyy

a'g = maly¥g - ayDyy - algygay - ag(Dygay + yqaly) + Dygag * vga'y

D. Short wave, resonance case

The results obtained in C. for a'y a'4 and a'5 remains valid.

s

But for a‘2 and a'B, as in B., we can no longer derive the
final expressions of 2o and Aog- But in this case the

calculation of the derivative is simplified since we can
compute a limited expansion by varying an independent
parameter, namely ug.
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We take uo==(1 + y)/e and the results for'a72 and a'3 are of
the type (0 + my2)/(0 + ny?) = m/n

The' result is quite complicated

With the Yloyzoy'ly'z from Appendix A

and
@) 1 o 1 2 —
81 = - g ((4Yg + 2y' ).ogu Z.- agl (61 - 1)/4)
22 = - B (4152 + Y ) agug? - g (Gig + 1)/)
i . 2
5v1 = . %_((2Y10 + 4Y'1).a1uo - Ylo - QSL(ZUO'“l)/z)
2 o) .
879 = - %'((ZYzo FAYI)0qH, = Yy m % (BH 1)/
8" = - E.¥'g (aqne® - 1)
we have
6"1 T2
' o P, o . O v 3 T — .
a'y = -agly -2’5V 'p¥2¥p ) - a4[a1(°1 HETgm8TE ) g )
5 o)
T o , T ' o
o_ Ot 2 o4t 1 +9 +9v! = ) + 8
2 (BT R 1110)] aly®y (V' *2y T T 1
' 8" 2
4 —_ O__ ’ O O 1 11 T ___l T .
a13 = _3462 a'4('\ '242'\{2 ) —_ 3,5[3.1((81 +((S 1"5 1 io + 3 —’.'2
2 Ho
T 1 O t
2 ’
- 5” 2
(o] ! ' T _2 T o 1 ' ?
tag(8y *(8Tp8gIL T BT D) F Al (Vg Y g 2y )
2 R
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y\PPENDIX C

Combination of partially covered cloud layers

We are treating here the simplest case of two adjacent cloudy
layers A(above) and B(below) with partial cloud coverages CA

and CB (here CA<CB) and we are lcoking for the a and b
coefficients of the laver A knowing the ones for cloudy (1)

and clear (0) conditions in both layers.

All of the following

can easily be extended to any layver in any cloud configuration.

The geometry of our '"cloud' is
corresponding spaces)

T 11 113
//gi 4
YA v o o
A 1 /
/'/bA p aA bA
‘s /,/ ’ O
e 1 1 5
B /'/ /a’ N b O B
»/, < B bB
I 11 111

A)Y Short wave fluxes With a* and

or a® and b° depending on case

k =

t

m

b

(with the coefficients in the

(top)

{(middle)

(bottom)

b* representing a1 and bl

T,

IT or III (different

vertical repartitions of cloudy and non cloudy conditions)
we can write our linear equation system for the fluxes (sece

equation ©))

—-a* Lk -z A
Al -ay2 1 "3
Ei =
- -a_ 3 1 -z
aA7 A 315
—a 1 1
-ag ~a¥s 1 =
B B B
* * *
-a’7 -a’3 -a
5’ "9, 1 no
—a™1 1

1l
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layer A

e can solve it in each case to get for the
matrix equations of the type
r 1k o - r Sk B I
: = C . ; ] = : -
Fim [ J "1n and Fre [ﬁd J “ | Fip
F ' F F
2t 2t om ) Fae

for the incoming and outgoing fluxes.

Thus with linear combination and elimination of the fluxes

St Flb and FZt we obtain the matrix solution from equation (9)

[aA] = [CA[d]I + (Cp - CA)[d]II + (.i _ CB)[d]III]'
[CA[C]I + (g - [T+ (- CB)[C]III}

is the

B) lLong wave fluxes The conputation of coefficients b1 4

same as the one described above for the a

FYor the other ones we change the formalism of equation (10)

b5 b B

b6 b8 ﬂBt

7 b

and replace the product by the resulting

Then we first make a computation similar to the one already
done for the determination of the b1 4 coefficients,

without incoming fluxes but with local emission (see equation

(10)).

_ _ . k‘ _ .
. )

0 | [=] |°
-by3 1 br1 F ent
A ~by 1t .\
~b¥4 1 —p*2 F er2
A= ~op - 2m = A

* *
_bB3 1 ~bpl F“1rr1 eB1
* * *
—bB4 1 —bBZ Fop eB2
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Then we again make a linear combination and eliminate
the unwanted fluxes from equation (10).

e a1 o I ~ qIII]
epl Ty F1t Fit

: — 14 - al

= |Cy +{Cp=Cy) +(1-Cp)
eA2 F2m FZm F2m
- _ I II IIf

bA1 bA3 1m Flm] F‘lm
- Cp +(Cg=Cy) +(1~CB)§

PaZ Pptp || Ta F2tJ Fot |
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APPENDIX D

Generation of random atmospheres

There are 15 levels equally spaced between 0 and 1 in

. o svete . 5
the coordinate system q with G = p/po = sinZ(qr/2)

We start from the ground with Py = 1013.25 mb. and

T = 288.15°K and going upwalds for each layer we
génerate randomly the temperature lapse rate dT/dz

and two relative humidities U1 and U2 under the follcowing
conditions:

~g; = % (f.1 ~ 1) f having a log-normal distribution
P Wlth mean value 1-0 and variance
O'/Li.
U1,2 = 1, f, having a log-normal distribution

with mean value o and variance (1-0).a

U, and U. represent a maximum and a minimum relative
A R .

himidity~ and we have assumed a rectangular distribution

between these values for the relative humidities in the

layer.

This gives us the cloud cover and the mixing ratios of
water vapour and liquid water (with the temperature
linearly interpolated with respect to pressure in the
middle for the coordinate q, of the layer).

The arbitrary parameter o is adjusted so that the mean
cloud cover is equal to 0.5. For the ccmputation of the
parameter we suppose that adjacent cloudy layers have a
maximum overlapping of their cloudy parts and that distinect
"clouds'" are randomly distributed with respect to each other.
Thus we have to take o = 0.76.
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3. A comparative experiment for two radiation schemes

3.1 The experiment

Our basic model was a combination of the ECMWF adiabatic grid
point model and of the GFDL physical package with the
saturation criterion set to 10Q%. The very coarse resolution
of 7.5° in latitude and 11.25° in longitude was chosen to
allow long term integrations with acceptable computer time
consumption. From real data for the 1st March 1965 we made
a 50 day integration (which will now be referred to as GFD)
and then replaced the GFDL radiation scheme by ours, making
the humidity interactive. The water vapour mixing ratio
being given, the only problem was to define cloudiness and
liquid water content. Totally arbitrarily we took

C = [ max(o, TEQ) |2 (C cloudiness, U relative humidity,

g vertical cooraiﬂéte) and g = o (g liquid water mixing
ratio before adsorption of water vapour by aerosols). Since
there is no precipitation associated with relative humidities
between ¢ and 1 we must have too much cloudiness in the upper
atmospheric layers but with very few aerosols there the liquid
water optical depth will remain low. Surprisingly these
arbitrary assumptions proved sufficient for our purpose,
although we can say that our scheme had the disadvantage to
interact with other parameterisations with which it had not
been tuned. We made three integrations from the same initial
data set with three different boundary conditions for Tm°

The first case was with the same condition as in the GFDL
scheme: T = 200K everywhere and constant in time. The run
(referred to as RT2) stopped at day 26, the reason being an
instability of the horizontal diffusion scheme for modes
probably initiated by the advection of moisture violating the
CFL condition (14 m/s in this case), as described in our first
chapter. A second run (referred to as RTE) was done with T
extrapolated linearly with respect to pressure from the two
last layers and it was down at day 44. Eventually a run
(referred to as RTC) in which T_ was kept constant in time

and equal to its extrapolated value in the initial state
succeeded in reaching 50 days. However, in the last two runs
there were very strange features near the north pole where a
very strong wave number one stratospheric pattern was observed
in the initial state and produced either forced or oscillating
waves through the boundary condition, and therefore the problem
remains unsolved.

3.2 Some results

Among the great guantity of information we obtained from
these four runs we will present here three kinds of results
which we believe to be the more interesting ones: - first,
a study of the divergence between GFD and RT2 on 25 days.
Figures 1 to 4 givéocomparisons of the 500 mb and 1000 mb
heights north of 20 N at 10 and 20 days for both runs. At

10 days there is hardly an important difference in the 500 mb
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patterns and at 1000 mb the most important phenomena is

an increase in the intensity of pressure centres for RT2
beside quite distinct patterns over Central Asia. At 20
days, however, the 500 mb flow is totally different, the
GFD run going towards zonalisation and the RT2 one having
created a new circulation type. At the surface of course the
same is true, although the situations over Europe and the
East coast of Asia are very similar and may have resulted
from the same development in both runs. The conclusion of
these comparisons should be that interactive radiation is’
only important in a ten day forecast by creating some more
available potential energy in middle waves but, since the
phenomena studied here is more continuous as it appears

and is likely to be bound to the resolution, it may be that
with a fine mesh the kind of discrepancies observed here at
20 days appear earlier and are important for a 10 day
forecast. This argument is reinforced by the study of the
RMS differences and correlation of heights on Figures 5 to
8 where variations with time, height and latitude are
plotted. 1In contradiction to what could be expected from the
charts there is no sudden change in the averaged "speed of
divergence" between both integrations, but such a phenomena
can be observed locally at high 1at1tudes The minimum of
differences is observed at 50-60°N and 700-800 mb for the
zonal flow as well as for long and middle waves. This is
also the domain of the highest correlations in terms of
latitude, but the vertical repartition is very different,
the best agreement appearing in the upper atmosphere and
strong differences at the ground, especially for the zonal
flow and very early. The surprising thing in the latter
feature is that it is not obvious in the 1000 mb charts.

- second, a comparison of the energetics for GFD and RTC

on 50 days. Figures 9 to 11 show the evolution of CK
(convection of eddy to zonal kinetic energy), CA (the reverse
for available potential energy), KE (kinetic energy) and

AE (available potential energy). One can see that there is

a very strong shock for RTC around day 35 (probably the same
kind of thing that causes the breakdown of RT2 and RTE), but
that it recovers from it. As noticed in the charts, the
interactive scheme creates more available potential energy

in the waves and also more kinetic energy in the long waves
(all encouraging features), but this is at the expense of the
intensity of the zonal flow, the conversion CK being missed
more in RTC than in GFD. The question is whether both
positive and negative phenomena have something to do with

our cloud parameterisation or not.

— third, a picture of radiation properties for the different
runs. Downward net fluxes at the surface and vertical integrated
divergences are plotted against latitude in Figures 12 and 13
for days 25 and 50. The averaged vertical profiles of cooling
rates interpolated in tropospheric standard pressure levels

are shown on Figure 14 for the same days. The first obvious
thing is that the boundary condition at T, 1is surprisingly
more important for the dynamic as for the radiation itself as
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the curves for RT2, RTE and RTC are very similar in the

three figures. But the most important thing about these
results, and probably about the whole experiment, is that

they give very similar properties for our radiation scheme

as the ones we noticed in the last chapter (if, of course,

we consider the GFDL scheme as representative of "the truth",
which we can do given its humidity climatological features).
We have very good surface fluxes both in average and in zonal
repartition and again too high cooling rates, but with a
similar vertical repartition except for the boundary layer.
This discrepancy is mainly due to the way in which the GFDL
model computes long wave fluxes on continents: first the
downward fluxes are obtained, then the one at the surface is
used to diagnose the surface temperature used in the compu-
tation of upward fluxes. This artificially suppresses the
cooling of the lowest layer, probably because it would create
trouble with the stability independent boundary layer scheme.
The only new "real" difference is in the zonal variation of
the integrated cooling rates, maximum at the poles for GFD
and in the tropics for RTZ2, RTE and RTC. A comparison with
direct climatological computations (see for example Figures
1-10 of Paltridge and Platt ,1976) show that our profile is more
realistic, but it is probably the cause of the decrease in
the zonal kinetic energy. This gives a possible answer to
the gquestion above: there is a lack in the release of latent
heat in the tropics in the GFDL convection scheme which is
compensated by a too low radiative cooling. However, the
similarity between the results of our scheme in these
integrations and in the slab test computations, means either
a very lucky choice of the cloud parameterisation or a quick
adaptation of the radiation input to some general constraints.
If the latter is true, and it seems to be s0 since there are
strong differences at the initial state, this would be a very
strong argument for the use of interactive radiation.

In any case, all tests proved the reliability of our scheme,
the inadequacy of its transmission functions, the need for
further studies about T_ and about some stability problems
which can hopefully be solved by a better balance between
time and space radiation scales.
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Figure 3
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Figure 4
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