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1. Introduction

A series of numerical calculations with a baroclinic
primitive equation model has been performed in order to
investigate the influence of surface friction on the

development of synoptic-scale disturbances.

In such a model there exist in principle two different

ways to handle the turbulent momentum flux within the boundary

layer:

(i) the boundary layer is adequately resolved
by computational levels which allow for a direct
application of friction laws and adopt the constant-
flux-layer-hypothesis, for example, as a lower
boundary condition for the surface stress. This
principle is applied in the GFDL-model.

(ii) the first'computational level above the ground
is placed near the top of the PBL., This has
the consequence that the frictional processes have
to be linked in some reasonable way to known
variables of the free atmosphere and known

conditions at the surface.

The latter method, though less accurate,is the most
common one since it saves computer time. We also shall adopt
this principle for all our five numerical experiments (out of
fifteen ) to be presented here. The experiments differ however,
in the way the frictional effects are simulated or parameterized

in the numerical model. (For reference see:Fischer et al 1973,
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2. The numeriéal Model

The computations are based upon a five-layer primitive
equation model confined within a zonal channel. The vertical
coordinate is © = p/pS (though our results will be presented
in the p-system) where Pq is surface pressure. The horizontal

grid increments have been chosen to
4 x=8y = 300 km

The underlying equations are:

* 2
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e
where p =ps/pO and b, = 1000 mb. The other variables have

their usual meaning.
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The system has been integrated numerically with a

time staggered Lax-Wendroff scheme.

3. Initial Conditions

The wind and mass fields are initially in geostrophic
balance. The former consists of barotropic disturbances
1
represented by the geostrophic stream function ¢ (x,y) which

is superimposed on a baroclinic zonal current T (x,p)

u = 2(1_p/p0 ) [H.{( 1~ cos‘gﬂ y) + q (lfcos %E y )} (3.1)
5

AN E (-1 B2 (1-cos 2T vy sin 2nn (3.2)
n=1

The parameters attain the following values

U; =9 m/s

v, = 3 m/s

q = 0.5

£ = 10"%"! = constant

L = 12000 km (length of the channel)
B = 6000 km ( width of the channel)

Furthermore we chose

_ 5 2
Kh = 10" m“ /s
sz = 0.5

whereby sz is a measure of the static stability initially prescribed

S W P, [ 1
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The surface pressure field and the 500mb height field at t = 0

are shown in fig. 1.

4, Boundary Layer Parameterizations

Our model does not contain moist convection and
condensation processes. Nor is turbulent heat transfer in
the vertical implied. Thus the only turbulent transport in
the boundary layer is that of momentum. The latter has to
be related to conditions at the surface and in the first
computational level from below which is located at 0=<3H = 0,9
( p~ 900 mb )., We assume that this level coincides with
the top of the planetary boundary layer (Height H = 1000 mb );
we therefore prescribe that the stress vector %" ( the momentum
flux ) has some finite value for o>0y and vanishes for oﬁ&oH
With these assumptions in mind we will discuss in the next
section how the frictional force - Eil ggr’ (see (2.1) and (2.2))

has been incorporated in the finite difference scheme.

5. Finite Difference Representation of Surface Friction

Approach I

Adopting the vertical grid system of fig. 2 the frictional
force at the computational level O = 0.9 can be replaced very

simply by its finite difference analogue
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Fig. 1: Initial fields of surface pressure (dashed lines) and
500 mb height (solid lines) .
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Fig. 2: Vertical grid‘resolution for Approach I.
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f“-J
_g T _ W
;g. %3 O°2ps (5.1)

Thus the frictional processes in the boundary layer are ex-
pressibie through the surface stress%fé, The problem is
reduced to find a proper way to relate the surface stress

to other variables. Most commonly this is done by setting
7, = ey lv, v, (5.2)

The guestion arises then how unknown surface wind§/0

is evaluated. This problem will be discussed later in 6.

Approach 11

In this case the numerical model is restricted to
the free atmosthere in that it does not employ the condition of
vanishing vertical velocity at the ground but rather uses
a frictionally induced vertical velocity éH as a lower
boundary condition at O = GH o This is made possible by
applying the simplified steady state vorticity equation which

relates the vertical velocity at the top of the boundary

layer to curlﬁg

In order to realise this idea in a favourable manner
the vertical grid system of fig. 3 has been adopted.
‘Starting.from the simplified vorticity equation(which is derived
under the assumption of a balance between Coriolis-pressure and

friction forces),



~210-

=0 .6 =0
voe

6.0 . 5 =018
JML? ____________ '
6,9 G = 0.35
vy

G, | G =054
zNO

6'6_ - : G =073
~zNS

Gy, 8 , T=0 6,091
G =0, * T=T

VISP PRI P/ S O n/// G = 100

fig.3 Vertical grid resolution for- Approach II



~211~

Iv. (P*V) = - & 2 curl 7 - J (pf (b-—RT) (5.3)
bo o '

one obtains with the aid of the continuity equation in the form

o " | |
_E_Mg = - §%~v°(P*V) (5.4)

the following expression for the vertical velocity

. og
6}{2 i:xgﬁ gs va*w) do + =H g (pf@“RT )}”gﬁﬂ cort T (5:5)
P ° f L

The pressure tendency at the surface is given by:
*

* o *
%P;th - L Fe.pv) do- Bogy (5.6)
CYH gy

As can be seen only variables of the free atmosphere enter into
(5.5) and (5.6) together with the surface stress which can be

handled according to (5.2).

6, The Evaluation ofﬁqs

In order to get the surface stress we adopted either
(5.2) or the so-called resiétance law. The first case requires
that the surface wind has to be specified. To achieve this,
two methods, denoted Méthod a and Method ¢ have been emploYedo
The resistance law will be called Method b ., 1In all instances

a barotropic boundary layer is assumed.
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Method a uses the Taylor spiral, yielding a connection betweer

the surface wind and the geostrophic windﬁVéo in the followin

form:
Vo, =AMV, (6.1)
where cos o_ -sin a ‘
"2 = cosa_- sina_: W = ° ©. (6.2)
¢ 'ao o’ sin g cos ao _— v

To obtain the cross-isobar angle a, we recall that the

Taylor solution has the boundary condition

A _

A3z = PTY, (6.3)
where A is the exchange coefficient assumed to be constant.
Though r should be a constant this quantit ywas identified
according to (5.2) with

r = Cplw! (6.4)
If this is done o, can be derived from

sin a ' ; Cplwog |

o _ v -1/2 P"DIVWgo | H
——2 = ecp v, I czaro y71/2 o B0 T (6.5)

a, increases with increasing‘ygé

Thus the surface stress is given by:

) o | u
T, —ochvgoh MYy, (6.6)



~213~

Method b applies the resis$tance law in the form

2 2 2
(Zu %&__. - Q) ==<§l%#pL) - N ;
ZO *
N . 2
sin o = WU-~E§§. 4 U* = %
k’V'gO o) (6.7)

where according to Wippermann (1970) M=0.9 and N=4.,5 have been

chosen, o decreases slightly with increasingﬁfgo

Method ¢ is used in the NCAR-model (Kasahara 1967 ). From the

relationship according to (5.2)

a3 ), =ocph v, (6.8)

the finite difference formulation
é(\\! -W 3: o) CD\W ‘“ B\VO
H H o)

can be derived relating Vo to the computed wind\\lH ato-——OH when

the vertical grid system of fig, i mployed.

stress follows from (5.2).

Approaches I and II have been combined with methods a,b and ¢
yielding the parameterizations :Ia, Ib, Ic, IIa. These
numbers will serve to define the kind of experiment.
Moreover, there is an experiment 0 without any boundary layer

representation. The "frictional" parameters representing land
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conditions assume the following values

A = 40gm/cm s Cp = 0.012 z, = 26 cm. (6.10)
The values have been chosen in such a way that from the

physical point of view there should be no difference.

It should be mentioned that an experiment performed with

a stability-dependent A yielded practically the same results.

7. Prassure Field Forecasts

A1l experiments were run for 150 hours. In this
period the original low and high pressure centres at the
surface (see fig.1l) denoted by L1 and H1 respectively show quite
a substantial intensification in most cases as can be
detected from fig. 4. At about t = 80 h a secondary cyclone
(L2 ) appears at the surface in front of an upper air trough
together with a ridge (HZ) . This '"young'" wave disturbance
is located after 150 hours at the "western" half of the channel
and has a pressure deviation of about -20 mb. At the same time

L1 has assumed the structure of an almost occluded cyclone.

To demonstrate the effect of our friction formulations, we will
look in table 2 upon the depths of L1, L2, H1 and H2 (deviation
from 1000 mb) at t = 100 h ( first number ) and t = 150 h (second

number)
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Synoptic maps at t=150 hours. Surface isobars
and 500 mb contours as in Fig. 1.

Shaded areas mark the intensity of vertical
motions in 800 mb (tw:t>1 mb/h )

(a) : experiment O

(b)Y : experiment Ia
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With respect to L1 this cycloﬁe shows a tendency to weaken

after 100 hours in nearly all cases. This process becomes
quite pronounced when surface friction is present with the
exception of Ic where the pressure continues to fall slightly.
On the other hand there appears in all experiments an
amplification of L2 ,which seems nearly not affected by surface
friction. The formulations Ia and Ib yield even a deeper pressure

of L2 than the frictionless case O. The original high H1 intensifies
from t = 100 h to t = 150 h in each experiment and seems thus less

influenced by surface friction than L1 o

In general there is only a small difference between Ia and Ib.

It is interesting to note that these cases yield a strong damping
of X the occluded system L1 and a slight intensification

of the "young" wave L2 compared with experiment O. The friction-
formulation IIa exerts a relatively strong damping on all
pressure patterns, especially on L1 and Hl' Experiment Ic shows
a weaker L

2 ‘
qualitatively closer to the frictionless case O,

and a stronger L1 than Ia and Ib and is thus

L L H

EXPERIMENT 1 2 1 2
0 -29.0-28.9 -8.1-19.3 26.6 36.1 | ——- .
Ia -25.6-21.0 -9.2-20.4 25.3 35.5 1.6 .
Ib -22.4-19.0 -9.6-20.9 25.3 34.6 2.3 .
Ic -23.8-24.3 -7.9-18.2 23.8 31.2 - .
ITa -14.5-11.9 -7.6-16.1 20.6 23.8 -— . Tab.1

8. The Formation of Fronts

The temperature field at 900 mb responded quite sensibly when
surface friction was introduced. Except in Exp.IIa it reacted

in such a way that sharp temperature contrasts were generated,

which were much more pronounced than in the "frictionless" Exp.O.
This fact can be seen in fig. 5 and in the following table (Tab.2).
The latter demonstrates how the temperature gradients increase with
time in the vicinity of Ll’ where a warm ("W) front and a cold ("C")

front evolves,



Fig.5

(a):
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onaaons

Temperature fields (solid lines) in 900 mb and field of

vertical motion (dashed lines, dotted lines and dash-dotted lines)
in 800 mb at t = 100 h . The letters H and L mark the positions
of the Highs and Lows, respectively, in the surface pressure

field. The underlined numbers denote the pressure deviagions
from 1000 mb in the centres of H and L., Temperature in C

pressure, deviations in mb, vertical motions in mb /100 hours

*
Experiment O,(b): experiment Ia,(c): experiment 2a (slightly
A FForoant varcadtarn o F ey
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t(h) Exp.O Exp.la Exp.Ic Exp.IIa
0 13.0 13.0 13.0 13.0 |v T
50 16.4 W 27.2 W 15.0 W 18,5 W ©C/1000 km
24,9 C. 13.1 C 14.1 C
100 19.0 W 28.1 W 17.1 W 17.2 W
~ 15.1 C 32.3 C 14.1 C 13.4 C
150 18.8 W 25.9 W 17.8 W 17.7 W
16 3 C 32.2 C 14.6 C 11.7 C Table 2

From the distribution of surface pressure, 900 mb temperature and
800 mb vertical p-velocity, it is possible to fix quite accurately
the warm front, the cold front and the occlusion connected with

Ly (see fig;ﬁ).

To get more insight into this interesting feature for cases O and Ia
cross—-sections have been drawn perpendicular to the cold front

and the Wafm front "south" of L1 . From fig. 7 it can be seen that
the temperature structure of Exp. O was not altered qualitatively
very much after 100 hours whereas Exp. Ia exhibits a pronounced
change in tis vertical distribution in that a strong inversion in the
lower layers is observed. Thus the formation of Sharp fronts in

Exp.Ia is confined to a relatively shallow layer (fig.7b).

The result that surface friction contributes to a sharpening of
temperature contrasts was also obtained by Williams (1974)

though in his model it appeared less accentuated. On the other hand
Hoskins and Bretherton (1972) state that surface friction is
frontolytic. The latter authors give an explanation for the
formation of fronts on the basis of the conservation of potential
vorticity. Their explanation is mathematically founded on the

basis that potential vorticity is a positive quantity.
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Pimb] Exp.0, t=150h
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Fig. 7: Vertical cross-section of temperature
and vertical velocity through the warm
tongue associated with Ll'
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9. Frontogenetic Functions

We shall attempt to get further insight into the
problem of front formation by considering some relevant relation-

ships evolving from the basic equations.

Thus, from (2.3) one obtains after certain manipulations

T 4 La&(aﬂj? 2v (20)".(2y + 2u) 2T of
© dtg 65 al gax X * 7Y %8y X * 3y X 8y *
(F) . N (A)
aw 4T gw T
*+5 %.ax X * 2 y'}
(B) (9.1)
w 2 _ _ I 20
where 8~ = - 5 °p

which relates the individual change of the temperature gradient (F)
to kinematic properties (horizontal divergence and deformation )

in term (A) and vertical circulations implied in term (B).

As in frontal systems there exists in general a thermally direct
circulation, (B) should be negative. Then (A) must be positive

to generate fronts.

Another suitable expression follows from (2.1) and
(2.2) together with (2.3) and (2.6) (if transformed to the

p-system)
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The left hand side term of (9.2) is proportional to the
change of (¢© )2 which can be seen if Jdu/9 p and 9v/ap
are approximated geostrophically. It thus can be used to define

b3
another frontogenetic function (F ). Because of

slr e EET e
{2 ) (3232 - 2y 39} P 20 yﬂ_}_
Tﬁ{ap (§+f 9p 3y dp 9x 502 ay 552 9%
Q .
9p oD (9.3)
this function (F*) is related to the change of the vertical

component of potential vorticity, i.e. d/dt {( g +f) 39/-31)}

From (9.2) we get

T d } -
5ar/ve_ |=1- |+ IPCE+2) faT qu | T av
8 dt g —5— w ’V’T + QET?;TFF_{;§ 3D + _§.5E +
X
(F5) (a®)y .

(9.4)
£ps? Ju f (>2Tx DT "’Bzry 9T
_L_j 2w 9V _ 3w guf __Il’,_lg ; = - —

+ 2R)IQ T {?x 2p qy ap} 2R|p T 1 ap2 Jy 3p2 ij
%k ok
( B ) (Cc )

X
(F ) has the same dimension as (F), both quantities should be

about equal. The subscript "g" denotes that the geostrophic

approximation has been introduced.

The first term on the right hand side is relatively
small and shall not be considered anymore, Term (B*) is
frontolytic for the Same reason as term (B) in (9.1). Thus,
for front generation, (A*) + (C*) has to be positive. Note
that (A*) vanishes, for geostrophic conditions. On the other
hand (A*) must have a positive contribution when the static

stability increases and the motion is convergent'as is generally

R
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relationship

zg_a_e_:{'a_u@;z uﬂ} 2.
-5 dt(?p 3p ax 9y 3Fyj S V¥ (9.5

which ts also involved in (9.3) . Thus with no frietion ( (C*) =0)
there is a connection between front formation, increasing

static stability and vorticity generation ( provided<.wW<0 ),
Looking on the distribution of horizontal divergence at 900 mb

( Fig. 8 ) negative values occur at the warm front, whereas
positive values are found behind the cold front, where the
strongest temperature contrasts exist at 900 mb.

In the latter case so the positive divergence gives a positive
contribution to the rate of change of static stability according

to (9.5).

The following table ( Table 3 ) displays
*
the extreme values of terms (A), (B) in (9.1) and (A ),
*
(B ) in (9.4) of the warm front ( W ) and cold front ( C )

for our experiments 0 and Ia.
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% *
(F):_- * * ' (F*)“(C*) =

(4) (B) (A)+(B) A B (A )Y+(B )

t =100 10.5W - 6.6W 7.3W | 26.6 W -2.9W 26.9 W

Exp. 12.1 C  -10.9 C 13.8 C -4.3C 9.8 C
Ia

t =150 11.0 W - 6.4 W 1¢ | 25.2Ww -3.7% 23.3W

9.7 C -10.3C 6.4C | 11.1C -3.4C 8.9 C

t =100 14,0 W - 7.6 W 16.8 W | 12.1 W -3.9 W 16.8 W

Exp. 8.8C -7.7C b5.4C | 6.5C -4.2C  4.3¢C
0

t =150 10.6 W - 6.1 W 13.5W | 9.2 W -3.3 W 11.4 W

8.2C -5.5C 2.9C | 4.4¢C -2.6C  3.7C

Table 3 Unitsi}O"S °k . km—1 s_{i

In the "frictionless'" Exp.0 ( (C*) = 0 ) there is quite good
agreement between F and F* . This can be expected to hold

also for Exp. Ia. It follows then that (C*) is negative. This
result does not imply, however, that surface friction is
frontolytic since frictional effects also enter into (A*).
There they cause quite a substantial positive contribution that

"
apparently overbalances (C ).

Our former results that surface friction yields stronger temperature
gradients are only partly reflected by the values of (F).

*
Unfortunately (C ) could not be evaluated accurately enough.

: * * .
A synoptic view of A,B and A , B is given in fig. 9 and fig.10

respectively.
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